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• Setting

• Recommendations and Needs

• Introduction to Program

-- Program Goals and Objectives

D Program Structure

Benefits/Payoffs

• Program Description: Ongoing

Accomplishments

Facilities

Products/Deliverables: Ongoing

• Program Description: Strategic Plan

Technology Challenges

Related Programs

• Budget

• Program Description: 3]( Budget Plan

Product / Deliverables: 3x Budget Plan

Product / Deliverables: Strategic Plan

• Key issues

• Summary
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RECOMMENDATIONS: facing pageATASYSTEUS8

- COMPUTER SCIENCE m

"Recommendation 8: Thai NASA. in concert with lhe Offce of Managemem and Budget and appropriate Congressional

committees, establish an augmented and reasonably st able share of NASA's total budget that is allocated to advanced

technology development. A two- to three-fold enhancement of lhe current modest budget seems not unreasonable. In
edd/tion, we recommend lhat an agency-wide technology plan be developed with inputs from the Associate

Administrators responsible for the major development programs, and thal NASA utilize an expert, outside review

process, managed from headquarters, to assist in the al_tion of technology funds." (Augustine Report, 1990)

"The consequences of neglecting the technology base am vety measurable indeed, not only impacting Amedcs's

competitiveness but inducing major projects to be undertaken _t_thout a sufficient technological foundation in place.

When problems are subsequently encountered, lhese projects must be restnJctumcl, usually accompanied by an
increase in cost .... II seems clear thet our technology base, including its supporting facilities, rnusl be revitalized and

afforded priofffy commensurate wilh its importance if major new projects are to be pursued on a realistic bases in the
decades ahead. (Augustine Report, 1990)

• Untike research, which seeks new knowledge, technology is concerned with the apl_K:ation of that knowledge to useful

purposes. The development of advanced lechnology is thus cnJ(dal 1o the success ot the exploration and exploitation of
space - whether human or robotic." (Augustine Repolt, 19¢J0)

"F'acir_tiate insertion of new technology It all program Stages _.. clarify and consoidale required space qualification

procedures" (SSTAC, Ad Hoc Comm/llee on Spacecraft Compuler Technology, 19g0)

"NASA should sul_bort the development of portable, distributed, user-Mendly, transparent observation planning tools.

These should be cons_slen t ._th the telesdenoe concepts of remote mission planning and operations." (Astrotech 21
1991)

• "The potential for direct operMion of small missions C_ experiments should be stuclecl. This would allow more efficlem
interaction between 1he usor end the facility, and could redu_ costs' (Astrolech 21. 1991)

Iwm_wl t:l_ PII
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RECOMMENDATIONS
DATA SYSTEMS &

COMPUTER SCIENCE m

Exterll_l recommendations to NA.SA

"Create a spacecraft computer technology applications activity to

provide a mature, program-independent technology base and/or

set of spacecraft computer building blocks for program-specific

requirements" (SSTAC, Ad Hoc Committee on Spacecraft

Computer Technology, 1990)

Y

"The mission needs for onboard processing anticipated over the

next 10 to 20 years equal and in Some Casesoxcoed to_ay_s ......

[ground-based, state-of-the-art computer] capability .... NASA

needs a research program to address these computing issues and

focus on design or qualification of autonomous Space computing

systems." [Aeronautics and Space Engineering Board (ASEB),

(1987)]

(Continuednextpage)
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RECOMMENDATIONS
(continued)

--,. DSCS T1
DATA SYSTEMS &

COMPUTER SCIENCE _..

• The next decades wilJ; bring "an exPiosion|Kthe voiume of
information gathered. in space and a need for automate d
pre processing and rapid and wide dissemination of information
products" (ASEB, 1987)

• "Software engineering has become as Important to the success of a
new Instrument as are mechanical, electrical, or optical
engineering." (Bachall Report, 1991)

• "It iS desirable that an automated Sc|en_.e ai_aly-s-ls_em' aspart
of science operations, direct the scientists attention and effort
towards "interesting" data and facilitate its interpretation."
(Astrotech 21, 1991)

"NASA must modernize its mission operations and communications
infrastructure, including distributed operations concepts and direct
reception of data." (Astrotech 21, 1991)
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CUSTOMER NEEDS
(FACING PAGE) DATA SYSTEMS &

COMPUTER SCIENCE m
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Teams established In Space Research and Technology Thrust areas (e.g., Operations,
Space Science)

Prioritization of technology needsfrom NASA user codes used as Input In determining
commonality across missions

Office of Space Science and Applications (OSSA)

Office of Space Flight (OSF)

Office of Space Operations (OSO)

Decision cdteda usedto priodtize focused technology needs within the Office of
Aeronautics, Exploration, and Technology (OAET)

Mission need

Key research areas coverage

Programmatlcs & timing

Special Issues

The Neural Nets Base R&T program supports both Space Data Systems and Science
Information Systems

Operations Thrust provides cross-cutting Technology

Address only highest pdority elements
Ilqeh

= .

w
INTEGRATED TECHNOLOGY PLAN FOR THE CIVIL SPACE PROGRAM

"Strategic Plan" ITP: CSTP Element Categorization
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SPACE DATA SYSTEMS

g

OBJECTIVES
(FACING PAGE)

I

Increase data transport capabilities

Improve performance while decreasing crltlc4d
spacecraft resource usage: mass, power, and
volume

Reduce mission opemt_n / planning effo_
Reduce design, development and tesUng ¢os_
Increase fife expec_ncy, rallaMINy, and fault
tolerance

DATA SYSTEMS &
COMPUTER SCIENCE ---

SOFTWAREENGINEERING

• Improve ability to mmnlige development,
operation, and maintenance of complex lioftware
systems

• Decrease NASA's cost lind risk in en01nearlng
complex software systems

• Provide technology to Jsmura tmfMy and
reliability of tmttwmre In mission-critical
eppllcetIo_

_ tlolqJ

SCIENCE INFORMATION SYSTEMS
Acce_ & Retrieval

• Rapid archlv|ng of data eats
• Automatic characterizing & labeling of data In

r_sr-real time

• Efficient lind effective data end content brawls

• Rapid electronic dlstrlb_ed delta access

• Alert users to anomalies In data automatically
VlsuallzMIon

• Interactive navigation of observed lind modeled
data

• Intereclivt simulmtlor for mlsslon/InstnJment
design

NEURAL NETS

• 100x speed up over SOA for grou_
slmulatlen of complex phenomena

• lOOz speed up of onbeerd, tsrge-scele science
data reduction

• Vehicle health monitoring

FLIGHT CONTROL & OPERATIONS

• IMUssloncontrol teat-bed

• Command sequence generation and volldotlon

• SpmcecrMt _m_mlon •

• Oulck-look cepablllly

• Network lechnology for ¢ongemtlcm-reslldent,
bu_tokxant compubDr networks

Ii

f
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J
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P OGRAM GOAL & OBJECTIVES
DATA SYSTEMS &

, COMPUTER SCIENCE ""

Provide the next generation onboard and ground data systems

" technology to enable and enhance NASA's Science and

Exploration missions

• Develop high-performance, space-qualiflable, onboard computing;

storage, and networking technologies

• Develop technology for automated characterization, and
interactive retrieval and visualization for very. large, complex

scientific data sets

• Advance NASA'sability to cost effectively develop and support .......

complex and very reliable software systems

• Demonstrate potential Of high-risk I high-payoff neural processing

for NAS A app licatt-°ns_

• Adapt and demonstrate selected advanced computing
technologies for missionoperations pages

l:111 PIt
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BENEFITS/PAYOFFS
,acingpage) DATA SYSTEMS &

COMPUTER SCIENCE

L

w

m

w

m mlzM

Make available to future missions the technology for a fully space-qualified, RAD-hard,
SEU-immune, 32-bit computer with the computational power needed to meet projected
mission requirements

Demonstrate a space-quallflable optical disk recorder with capacity expandable to terabits,
solid-state block access recorder technology, and non-volatile RAM technology to satisfy
the expanding onboard storage requirements of future missions

Provide space-qualiflable, low-power, high-performance, special purpose processors that
enable real-time information extraction and onboard image processing:

30 roW/channel, S MHz digital autocorrelator spectrometer breadboard;
Engineering versions of 1000 MHz autocorrelator and corss ¢orrelator chips

Enable a significant increase in scientific productivity using advanced technologies In
archiving, retrieval, and visualization of terabytes of complex scientific data

Develop programming techniques designed to decrease cost end schedule risk of software
development

Explore the potential for systems with 100-10,000x greater performance, Intrinsic
fault/noise immunity, and adaptability through the use of neural network technology

Develop Improved mission-control Information processing capabilities to meet
requirements for future mission control centers (concurrent missions, data quick look,
rapid response to targets of opportunity).

pe_b

m

_DSCS

BENEFITS / PAYOFFS
DATA SYSTEMS &

COMPUTER SCIENCE m

m

zmmr

__=

• Reduced risk to NASA Projects for Inserting advanced enabling
computing technology

• Advanced space-qualifiable data systems technology that will
enable the more aggressive data requirements of future NASA
missions

• Expanded capability fo NASA researchers to access and analyze
massive amounts of data

• Predictable and controllable software processes for the efficient
production of complex, reliable software systems

I_leg
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PROGRAM STRUCTURE
m--DATA

"STRATEGIC PLAN"
- UNIVERSITY -_B-AsE-R&-T _ ' i   -FOGi./SED 

SCIENCE

VLSI CENTER "

AT
U. OF IDAHO

b

CASIS
AT

STANFORD

INFORMATION
MANAGEMENT

NEURAL
NETS

SCIENCE
INFORMATION

DATA SYSTEMS &
COMPUTER SCIENCE --

PRESENTATIONS

SPACE DATA SYSTEMS

• OnboardMemory & Storage
• Advanced Flight Computers
• Special Purpose Flight Proce,J_
• Onboard Networking & Temtbeds

SCIENCE INFORMA "[iON SYSTEMS
• Archive, Access, & Retrieval
• VlsuaJization

NEURAL NETWORKS

JJl "RIClS AT THE _e_r'rw- -- i f SOFTWARE FOR
U. OF HOUSTON, _-....A,," OPERATIONS

CLEARLAKE_ ENGINEERING _

SOFTWARE ENGINEERING

FLIGHT CONTROL & OPERATIONS
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UNIVERSITY
PROGRAMS
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PROGRAM STRUCTURE
DATA SYSTEMS &

"ONGOING" COMPUTERSC BVCe

BASE R& T ::::::_:l :i_::F_USED::_:_._::]

COMPUTER _ li__PROGRAMS !f'II|
SCIENCE :: PRE-SENTA TIONS

: '___:_:_:: .... • AdvancedFllghtComputers
• Special Purpose Flight Proceuo_
• Onboard Neh_orldng _t Tsetbed#

NEURAL
NETS

RIClS AT THE
U.OF HOUSTON,

CLEARLAKE SOFTWARE 1
ENGINEERING

SCIENCE INFORMATION SYSTEMS
• Archive, Access, & Retrieval
• VIsualization

NEURAL NETWORKS
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ACCOMPLISHMENTS
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DS_S
DATA SYSTEMS &

COMPUTER SCIENCE m

• Demonstrated 8-track, magneto-optical write-read-erase capability on
14-inch media with 9-element diode laser array (SODR) (1990)

• The Magellan Imager is operationally using the Advanced Digital SAR
Processor (ADSP) initially developed under the CSTI Data Systems
program

The CRAF / Cassini Imaging System is baselined with a custom version
of the Image Spectrometer Flight Processor (ISFLIP) data compressor
developed under the CSTI Data Systems program

• Developed and demonstrated intelligent user interface (IDM) for the
International Ultraviolet Explorer database and EOSDIS (1991)

Tested and evaluated prototype of astrophysics data management
system (DAVID) for distributed and heterogeneous computer systems
(1991)

• Demonstrated automatic auroral images analysis with more than 10x
improvement over previous analysis techniques for the Dynamic
Explorer data (CASIS) (1991)

m lkl0 Ill

Software management environment (SME) tool transitioned to satellite
attitude software developers for evaluation and user feedback (1991)

ICon_nued rm_ oooe ) Iletle lZ

=

qm_

w

w

w

m

m

m

w

mDSCS

ACCOMPLISHMENTS
(continued) DATA SYSTEMS &

COMPUTER SCIENCE m

• Software Engineering Research Center, under Code RC funding, crucial
in selecting Ada for Space Station Freedom (1985-1986)

• Developed analog Neural Synaptic Array chip (1990)

• Developed and demonstrated Neural StarTracker (1988)

• World's first demonstration of sparse distributed memory (SDM)
prototype (1989)

m Application of (SDM) to handwritten character recognition (1990)

• Developed conceptual prototype of Encyclopedia of Software
Components (1990)

• Developed Configurable High-Rate Processor System (CHRPS) (1990)

• Created the Center of Excellence in Space Data and Information
Sciences (CESDIS) at GSFC on a coOperative program with the
University of Maryland; Special projects involve principal investigators
from universities across the United States (1988)

page 13
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Management of Complex Software Projects
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ESC, or Encyclopedia of Software Components

TASK DESCRIPTION:

• s hypermedia software cataloguing and retrieving system
• an electronlc metaphor of an encyclopedia
• organizes software Into a dynamic, linked knowledge structure
• multiple access modallties

D goal-directed searching
-- browsing with hyperlink tracing

• distributed contents
• contents in many programming languages and of many levels of granularity
• contents of many forms: code, documentation, graphics, etc.
• Encyclopedia Construction Kit supports user contributions and specialized handbooks

NASA NEED AND SIGNIFICANCE:

• on interchangeable software parts technology is greatly needed
D such a technology has existed for hardware for over a century

• reuse will not be widespread until it is easier and cheaper to find software than to wrile it anew

CURRENT STATUS:

• conceptual prototype: June 1990
• prototype runs on color Macintosh systems
• Activities for 1991

collect feedback on inter/ace end contents
-- up<late the conceptual prototype
-- engineer insertion and retrieval mechanisms
-- COnduct preliminary investigation of roles of AI (artificial Intelligence)

OF POOR Q_.i_klTY

Technical contact: Dr. Brian Beckman, JPL, (818) 354-1252

.._ CS1-21
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Goddard Space Flight Center
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PRODUCTS / DELIVERABLES: ONGOING
DATA SYSTEMS &

m DSCS _'_- -' _'_ " COMPUTER SCIENCE m

FY 93-97

Develop and demonstr_, _:, spacecraft computer technologies which
operate in a heterogeneous environment and increase data transport
capabilities:

- Multiprocessor architecture and operating system (1993-1997)

- Reconfigurable front-end pipeline processor using GaAs technology
(1993-1995)

- Solid state recorder using vertical block line (VBL) storage devices
(1_94°1997)

- Configu,_ble High-Rate Processor System (CHRPS) network using
space-qualifiable components (1993-1997)

Develop MFOX Tx/Rx onboard network components; 5-10 Gb/s
Prototype (1993-1995)

TeStbed for onboard data systems available for project evaluation
(1993-1997)

I_ 'ilttMl:

(Continued next page)
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PRODUCTS / DELiVERABLES: ONGOING
(continued) DATA SYSTEMS &

" COMPUTER SCIENCE "--

FY 93-97

• Develop and demonstrate archiving, retrieval, visualization, and analysis
techniques for very large, complex scientific data sets:

- Application of sparse distributed memory to Earth science data sets
(1992)

- Management system for access to heterogeneous software tools
(1993)

- New technologies for spatial and spectral feature recognition (1994)
- Statistical methods for analyzing very large data sets (1995)
- Natural language query translation to object-oriented database (1996)

Develop programming techniques designed to decrease cost and
schedule risk of software development:

- Mission and safety-critical software operating system kernel validated
(FY93)

- Portable, fully functional Encyclopedia of Software Components
(ESC) (FY93)

- Knowledge-base approach to software architecture reuse (FY95)

=I

L _

m _klt)WlJ page31

m

m DATA

.........UNIVERSITY
PROGRAMS

PROGRAM STRUCTURE

"STRATEGIC PLAN"
DATA SYSTEMS &

COMPUTER SCIENCE m

PRESENTATIONS

VI.SI CENTER ]
SPACE DATA SYSTEMS

• Onboard Memory & Storage
• AdvmncedFIIght Computers
• Special Purpose Right Processors
• Onboard Networking & Testbeds

CASIS
AT

STANFORD NEURAL
NETS

SCIENCE INFORMATION SYSTEMS
• Archive, Access, & Retrieval
• Ylsumllzatlon

NEURAL NETWORKS

RICIS AT THE
U. OF HOUSTON,

CLEARLAKE

SOFTWARE
ENGINEERING

'?i::i;

/il OPERATIONS R

:[ SUPPORT

SOFTWARE ENGINEERING

FLIGHT CONTROL & OPERA TIONS
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STRATEGIC PLAN: Technology Challenges

=,, DSCS

TECHNOLOGY
AREA

Space Data Sys.

Memory & Storage

Right Computers

i ilml i

STATE-OF-THE-ART

Longitudinal Tape
Capacity: 7.7_X101°bits; Sequential;
Rate: 8.5x10 z bps; Weight: 1551bs;
Status: Space-Qualified

Rotary Head
Capacity: 1.0xl012 bits; Sequential;
Rate: 3x10 e bps; Weight: 76 Ibs;
Status: Under Development

Nonvolatile RAM
Core Memory (Zero Power NVRAM)

(1802) Rad-hard. SEU immune
Rate: 100 KIPS; 5W/MIPS;
Status: Flown

(1750) Red-hard, SEU immune
Rate: 2-4 MIPS; 2 W/MIPS;
Status: Level 5

DATA SYSTEMS &
COMPUTER SCIENCE m

TARGETS

Optical Disk (SODR)
Capacity: 8X101° bits; Random;
Rate: 3x10 a bps; Weight: 60 Ibs;
Status: Level 5 1995

Solid State Recorder (SSR)
Capacity: 109 bits;Random:
Rate: 3xl0e; Weight: 31bs;
Status: Demo 1997

Nonvolatile RAM
4 Mbit NVRAM Chips Demo 1997

Rad-hard, SEU-immune, 32 bit Computer
Rate: 3-15 MIPS; 0.5-1.0 W/blIPS

m _.iQ iql
(Continuednext pwge) _ =3

sTRATEGIC PLAN: Technology:Challenges
(continued) DATA SYSTEMS &

--- DSCS .....

TECHNOL C,_;f
AREA

Special 'Purp_'-._e
Processors

Onboard
Networks

Science
Information
Systems

F

STATE-OF-THE-ART

Imaging Spectrometry Parameter
Extraction - None Available

SAR Image Generation
50 MBPS; 800 MOPS; 2.7 MOPS/WATT;
Status Level 2+

Autocormlation
128 MHz Bandwidth; 250 mW/Channel

Data compression
Lossless: 2-3 to 1; special cases in WW
Lossy: Software

(1553) 1Mbit/s; Wire
(1773) 10 Mbit/s; F"_Der(not flown)
(FDDI/WDDI) 100 Mbil/s; Fiber/wire (not
flown

III

Most data archived off-line, organized by
satellite instrument and time

Visualization is non-interactive and
non-real-time

(Continuednext page)

COMPUTER SCIENCE m

TARGETS

EOS HIRIS CLASS '"
500 MFLOPS; 7MFLOPS / W

SAR Image Generation
50 MB/S; 800 MFLOPS;
20 MFLOPS/WATT; Status Level 5

Autocormlation
250 MHz Bandwidth; 20 mW/Channel

Data compression - Hardware
Lossless 2-3 to i; Generic standard H/W
Lossy Up to 100 to 1 Compression
Ratio subiect to data characteristics

Multi-gigabit/s; Fiber Optic

Storage structure for content-based
queries, automatic data labeling and
characterization scalable to
10Is bytes/year

Interactive, near-real-time visualization of
large and complex data sets

II
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STRATEGIC PLAN: Technology Challenges
(continued) DATA SYSTEMS &

COMPUTER SCIENCE m

TECHNOLOGY
AREA

STATE-OF-THE-ART TARGETS

Software
Engineering

Ability to predict process and product
performance and cost lags far behind
hardware in part due to poor or unused
process tools, standards, and methods

Improve NASA's ability to cost and
risk-effectively develop, operate, and
maintain complex, critical, and reliable
software (Software represents 20% of
NASA's budget)

Neural Nets

Flight Control &
Operations

Mostly small-size, feed-forward
networks; Spectral transforms; Neural
net software for thruster/planetary lander
control

256-neuron, 65 k synapse CCD/CID
chips

Loosely coupled networks of
workstations, mini-computers, and
mainframes; insufficient sequence
generation for quick response.

Large-scale, self-organizing networks;
Geophysical/aerodynamics modeling
(PDEs); Data compression; Propulsion
-only flight controller

1024-neuron, synchronous CCD/CID

arrays with 14-16-bit processing
_JIU(.;I_IUI I

Rapid sequence generation/validation
demonstrated and validated using
CRAF/Cassini data

L.1$ IIU
liege 3S

DATA SYSTEMS & COMPUTER SCIENCE
PROGRAM & TESTBED RELATIONSHIPS DATASYSTEMS&

COMPUTER SCIENCE m
-- DSCS

SCIENCE
INFORMATION

SYSTEMS

NEURAL
NETWORKS

ACCESS, •
RETRIEVAL
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RELATED PROGRAMS DATASVSTEMS
m DSCS ' COMPUTER SCIENCE mm

• DoD memory and storage programs which are not jointly funded do not
meet NASA's needs

• SDIO is currently focussed on RH-32 Uniprocessor development for
their Brilliant Pebbles program but is continuing to slip development
schedules with budget decreases

IS focusin on Implementing state-of-the-art technology;
• EOSD! .L.._. J__.....,.;.,,. rOSDIS over the next 5-10 years can be met

or_un| lot _ljlJOlll_.,lll_:j s..opp _ ty __ _,___,.._^.4 ,i..,, ,,h the Science Information systems
with tecnniques ouvu,u_,,;,, ....u::

program

• NASA Code QE software engineering plan and lifecycle standards; DoD

(STARS and SEI), SPC, MCC, IEEE & ACM

• Small, Independent neural net tasks supported by OSSA, OSF;
DARPA, ONR, AFOSR, start-up companies

• Flight integration system technology; Similar concepts being explored
in DoD, DoE, and industry
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RELATED PROGRAMS

_facln_/_e3 I DATA SYSTEMS &COMPUTER SCIENCE m

RELATED EFFORTS: Snace Data Svstems--J=lioht Computer

Participate in CAP-16, GVSC /ASCM, RH-32 /ATIM programs and reviews
CofunclecJ multi_r:)cessor application with SDIO _ :-
Coordinated wut- _.'L',iOthrough PMA-TIM'a, AF-Phlllipa Lab, AF-Romo Lab, USE-SIX)
Huntsville, USN-h_,;,
Coordinated with C _RPA / ISTO in evaluation of parallel and dlstdbutsd processors
(1WARP, Mullmax, GJgamax)
Coordinated with AF through STIP sub-_nei with opportunity for co-devaloprnent on the
RH-32 (Air Force Initiative to replace loss from SDIO)
Coordinated with HPCC-REE elements in Advanced Multlcomputer Architecture for
Spacecraft AppllcaUons

RELATED EFFORTS: SDace Data Svstems-.-Sneclal Pumose Processors

Build on special purpose processors and digital signal processor developed for DoD
applications .....
Flight qualifiable prototypesdemonstrats technology readinese for NASA and DoO
Instruments
Support the use of DoD developed Qualified Manufacturing Lines (QML)
Exploit microelectronlcs technologies developed for commercial and government use

RELATED EFFORTS: SDace Data Systems-Networks and Testbeds

- _'(__d in a direct derivative of the CHRIS Teethed and is being coordinated
with CSTI Testbed activities _ -
DARPA is supporting the_develop_nt 0| high data rate networkcomp0nents
AMES Research Center is developing a networklog testbed with DARPA funding

(Contlnu4KInext page) ......
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RELATED PROGRAMS
(facleg page $) DATA SYSTEMS &

COMPUTER SCIENCE .i

RELATED EFFORTS: Science Information Systems -- General

DOE

Using artificial neural networks to determine genetic DNA folding and logical pairing of
genes (genome project)

Expert systems used to monitor nuclear power plant operations and maintenance, health
and safety.

Dynamic system for arm race model in determining and tracking costs and long-term
implications of various policy making decisions.

DoD

Many applications in AI for advancing weaponry and satellite Information gathering,

most of which is highly classified.

CIA uses AI for text retrieval and speech recognition; Pentagon uses various AI
techniques for war gaming and weapon simulations; Coast Guard uses AI for control of
illegal shipping; AI also used In communications analysis and signal processing In
electronic warfare.

FAA '

AI used to identify incoming aircraft traffic and help controllers make better decisions.

• NIH

Knowledge-base system used to determine probable malignancy and cancerous genes.

• NOAA
Expert systems for automating geodetic cartography

Imm

IDATA "

_-UNiVERSiTY ....
_-_ PROGRAMS

PROGRAM STRUCTURE

"3x BUDGET PLAN"
BASE R& T I!__=_P.I J_=n,,,_ '_;i_

COMPUTER _i I_ROGRAMS _

VLSl CENTER
AT

U. OF
IDAHO

CASIS
AT

STANFORD

RICIS AT THE
U. OF HOUSTON
AT CLEARLAKE

SOFTWARE
ENGINEERING

DATA SYSTEMS &
COMPUTER SCIENCE "

PRESENTATIONS

SPACE DATA SYSTEMS
• Onboard Memory & Storage
• Advanced Flight Computers
• Special Purpose Flight Processors
• Onboard Networking & Testbeds

SCIENCE INFORMATtON SYSTEMS
• Archive, Access, & Retrieval
• Vlsualiz_tlon

NEURAL NETWORKS

SOFTWARE ENGINEERING

FLIGHT CONTROL & OPERATIONS

SX IP&_Ir KIrf
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_, DSCS

PRODUCTS / DELIVERABLES: 3x BUDGET PLAN
DATA SYSTEMS &

. __ COMPUTER SCIENCE m

FY93- 97

I Products and deliverables from ongoing program

Demonstrate Rad-hard, SEU-immune 32-bit computer; and apply the
Advanced Image Processor architecture to SAR and Multispectral
imaging instruments.

• Develop and demonstrate components and subsystem for Spaceflight
Optical Disk Recorder (SODR) and NVRAM technology

• Demonstrate rapid archiving, near-real-time browse, content-based
query, and the ability to navigate very large, complex scientific data sets
in near-real-time

• Develop methodology for quantifying SW reliability and formal methods
for building safe software systems (1996)

• Develop a spectral neural processor for onboard science signa!
processing (1994), a neural processor for_onboar_d science data _
reduction at Gbits/sec (1995), and a neural processor for dynamic
resource allocation and health monitoring (1997)

tllPM
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PRODUCTS / DELIVERABLES: STRATEGIC PLAN
DATA SYSTEMS &

m DSCS COMPUTER SCIENCE m

FY93 - 97

• IPr°ducts and deliverables for 3x Budget Plan I

• Develop and demonstrate reliable, low-power, high-speed, spacecraft data
network elements

• Demote automatic anomaly detection

• Domain analysis of representative NASA SW applications (1994)

• Neural controller for guidance/landing planetary landers (1996)

• Initial multi-mission operations center test-bed operational (1994); Rapid
se.(:juence generation/validation demonstrated (1996); CRAF/CASSINI
validation of operational concept (1997)
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I DSCS

EFFECT OF STRATEGIC VS. 3x BUDGET
DATA SYSTEMS &

• ' ' COMPUTER SCIENCE i

Eliminate focused software development for Operations

• Stretch Advanced Flight Computer development by 2 years

w

• Delay start of Solid-State Memory (VBL) by 2-3 years

Reduce-microelectronic technology to a less robust program

Curtail applications-focused neural network technology

or

Replan and reduce neural network basic research by 50%

Curtail integration and vailidation testbed for new architectures

• Eliminate Flight Control and Operations technology

t:tO Iq¢
page 44
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w

i DSCS

KEY ISSUES
DATA SYSTEMS &

COMPUTER SCIENCE m

• Risk in total reliance on DoD for production of space-qualified data

system components

m Shrinking defense budgets

--- DoD focuses on own needs first

• Without a clear up-front demonstration of the maturity and

applicability of advanced technology to reduce program risk, future

missions will be very slow to introduce such advances into critical

areas such as onboad systems and operations centers

• Opportunity to enhance EOSDIS data management capacity for

archiving and analysis if funding, development, and technology

transfer activities proceed in a timely manner

• Dropping the focused software engineering program will significantly

lower the payoff and retard technology transfer from the Base R&T

software program

Si:lg PII
I_S_ 43
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--- DSCS
DATA SYSTEMS &

COMPUTER SCIENCE m,,

• Program is highly responsive to recommendations and customer needs

• Program is integral part of technology plan recommended by Augustine
Report

• Balanced focused and base R&T program in the Strategic Plan
augmentation

Enable greater Science return from future space, Earth, and robotic
Exploration missions .....
m Advanced Space Data Systems

Neural Networks
Flight Control and Operations

• Enable Scientific exploration of massive data bases (e.g., EOS)
Archive and content-based retrieval
Visualization

• Control increasing cost to NASA of large, highly reliable software
systems
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--" DSCS DATA SYSTEMS &
COMPUTER SCIENCE "_

SSTAC Review of the N 9 3 " 7 1 8 1 2
Integrated Technology Plan forthe Civil Space Program

DATA SYSTEMS & COMPUTER SCIENCE
SPACE DATA SYSTEMS

ONBOARD MEMORY & STORAGE p.

TOM SHULL

June26, 1991

LangleyResearchCenter

w

u

r

--. DSCS

MEMORY & STORAGE

TECHNICAL OBJECTIVES

SPACE DATA SYSTEMS "

I Develop high-performance, space-qualifiable, onboard computing, I]
storage, and networking technologies I

Memory_ & Storage Ob!ective

Develop reliable, high performance memory and random block

access storage components and system elements

• Spaceflight demonstration of high performance,

rewriteable optical disk Drive technology (SODR)

Laboratory demonstration of scalable, low power

solid-state recorder (SSR) based on vertical Bloch line

(VBL) storage device

• Laboratory demonstration of fast, high density

nonvolatile random access memory (NVRAM) chip

IIJ_ilE 2
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.-=DSCS
MEMORY & STORAGE

JUSTIFICATION
SPACE DATA SYSTEMS "

High performance data storage is high priority to user community

• NASA leading development of flight qualifiable block access storage
and NVRAM memory

High performance block access (mass) storage addresses growing data
collection and processing requirements

-- Optical disk (demonstrated) and vertical Bloch line (new) offer
inherent reliability

-- Random access offers enhanced capability / versatility

• High performance, nonvolatile RAM provide reliable / flexible program
and data storage

W

• America c_,_ become a leader in high performance storage technology

-- Great potential for ground application spin-off

IPJO! _

u DSCS

MEMORY & STORAGE
SPACE DATA SYSTEMS "

TECHNOLOGY CHALLENGES

Flight demonstration of highrateY_pacity optical disk Drive

-- Diode laser source & associated optical system reliability

-- system design & packaging for flight env!ronment

Devel¢.._ m:,'.*LDrive, multi-port, expandable system Controller

-- I_,,_., ::rive synchronization and simultaneous buffered I/O

-- Coz'_;_.-_aEle system architecture and control algorithms

Develop vertical Bloch line storage device (new technology)

Develop flight qualifiable nonvolatile random access memory cell
(new technology)
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MEMORY & STORAGE
_. DSCS _ SPACE DATA SYSTEMS "-

w

STATE-OF-THE-ART ASSESSMENT

Longitudinal recording on magnetic tape is state-of-the-art in qualified
high capacity storage

Rotary head / systems under development

-- Small optical disk Drives being qualified

-- SRAM solid-state recorders under development

Core memory is state-of-the-art in qualified NVRAM

-- Users need higher performance / density

-- DoD development objectives differ from NASA's needs

w

L

! T '

w
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-- DSCS

TYPE

CAPACITY

DATA RATE

ACCESS

MEMORY & STORAGE

Pkoi l

SPACE DATA SYSTEMS !

STATE-OF-THE-ART ASSESSMENT

UARS LANDSAT VI
RECORDER RECORDER

LONGITUDINAL LONGITUDINAL
TAPE TAPE

5X10 a BIT 7.7X10 10 BIT

3X10 s BPS 8.5X10 7 BPS

EOS SODR
RECORDER DRNE

ROTARY HEAD MAGNETO-OPTIC
TAPE DISK

1.0X1012 BIT &0X101°BIT

3.0X108BPS 3.0X108BPS

SEQUENTIAL SEQUENTIAL SEQUENTIAL RANDOM
(REVERSE) (REVERSE) (REWIND) (FIFO)

VO FIXED RATE ?

(SELECTABLE)

VOLUME 0.3 FT 3 5 FT 3

WEIGHT 14 LBS 155 LBS

POWER REC 19W 177W

PLAYBACK 10W 255W

STATUS QUALIFIED QUALIFIED
NOT FLOWN

STRONG
FEATURE

4 RECORD RATES BUFFERED
1PLAYBACKRATE ASYNCHRONOUS

2FT 3 1FT 3

76 LBS 60 LBS

192W 170W

189W 230W

UNDER
DEVELOPMENT

FLOWN QUALIFIED CAPACITY

UNDER
DEVELOPMENT

MFR G_RCA ODETICS

RELIABILITY
ACCESS

GE TBD

_. CS2-3



-- DSCS ,

MEMORY & STORAGE
SPACE DATA SYSTEMS "

STATE-OF-THE-ART ASSESSMENT
(facing page 2)

SRAM

VBL-SSR VBL-SSR SOUD-STATE
TYPE SS RECORDER SS RECORDER RECORDER

CAPACITY 109 BIT 1012 BIT 3.6X10 9 BIT

DATA RATE 10e BPS 3X108 BPS 106 BPS

ACCESS RANDOM RANDOM RANDOM
(BLOCK) (BLOCK)

I/0 ? ? ?

SRAM
SOUD-STATE

RECORDER

8X1012 BIT

109 BPS

RANDOM

?

IB

II

m

Bi

ii

m

VOLUME 0.01 FT 3 0,3 FT 3 0.05 FT 3 3 FT 3

WEIGHT 3 LBS 46 LBS 5 LBS 200 LBS

POWER REC 0.TW 36W 8W 1000W

PLAYBACK 0.TW 36W 8W 1000W

STATUS UNDER FUTURE UNDER PROPOSED
DEVELOPMENT DEVELOPMENT

STRONG LOW POWER LOW POWER SOLID-STATE SOLID-STATE
FEATURE NONVOLATILE NONVOLATILE

MFR JPL JPL TI 1"1

--,- DSCS
MEMORY & STORAGE

SPACE DATA SYSTEMS ""

MASS sTORAGE COMPARISON
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MEMORY & STORAGE
.... SPACE DATA SYSTEMS "

PROGRAM DESCRIPTION

SODR
• Demonstrate high performance optical disk drive based

on magneto-optic media

-- High rate and capacity, 10E-12 bit error rate

-- Random file access, first-in-first-out data playback

-- Inherent reliability

Demonstrate modular Controller which supports
expandable system architecture

-- Expands in rate, capacity, and data ports
-- Buffered, variable rate data transfer

-- Simultaneous read and write (multi-port)

-- DSCS

MEMORY & STORAGE

SODR DRIVE CONCEPT

SPACE DATA SYSTEMS "

w

=

ELECTRO OPTIC HEAD _ PERFORMANCE GOALS
(EACHSURFACE) 10 GIGABYTE CAPACITY

_/ 300 MEGABIT PER SECOND

w CS2-5
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MEMORY & STORAGE
SPACE DATA SYSTEMS "

SODR OFFERS
(facing page)

• CAPABILITY
- HIGH DATA RATE
- HIGH CAPACI_
- LOW _T_ROR RATE
- RANDOM FILE ACCESS

• RELIABILITY
- NO MEDIA OR HEAD WEAR
- MECHANICAL SIMPLICI_
- GRACEFUL DEGRADATION

• VERSATILI_
- FIFO PLAYBACK
- RATE CONVERSION
- SIMULTANEOUS READ & WRITE
- SELECTIVE DOWNLINK
- INSTRUME_ INTERACTION

I

m

i

1

I

I

l

i

m P_ 11

MEMORY& STORAGE
=l DSCS ................ _ ,, S_ATA SYSTEMS 1

SODR SYSTEM CONCEPT

• CONFIGURABLE, _PANDABLEARCHITECTURE

• I / O RA_ TO 2_4GIGABIT 1SECO_- _=_
_ • ....CAPACf_ _i.28 TERAB_(160G1GAB_E)

o SIMULTANEOUS INPUT ANt OUTPUT
RANDOM FILE ACCESS (250 MSEC)

DISK DRIVES
m
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_-j
I

m

i
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MEMORY & STORAGE

PROGRAM DESCRIPTION
SPACE DATA SYSTEMS ="

VBL-SSR
• Demonstrate solid-state recorder based on vertical Bloch line

(VBL) storage technology
-- High density, low power block access chips
-- 1 Gigabit @ 1 Megabits / second recorder

-- Scalable to 125 Gigabytes @ 1 Gigabits / second

NVRAM

• Demonstrate high density nonvolatile RAM chip based on
magnetic effects

-- 4 Megabits (>1 Mb/cm 2) @ <100 nanosec cycle time

Inherently radiation hard and SEU immune

P_dIIE 1l

•-- DSCS

MEMORY & STORAGE

VBL DEVICE CONCEPT

SPACEDATA SYSTEMS ==

u

MAJOR LINE

C WWk._.,--_

C

_I_ REGION :

MINOR LOOPS

:xx_:

_'NNN_

_NN_

MAJOR LINE

All solid-state, nonvolatile

Serial read out by lines

Parallel line read out

Radiation & SEU hard

Very high chip capacities

3D packaging compatible

PA_I t4
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MEMORY & STORAGE

APPROACH

SPACE DATA SYSTEMS u

i

i

i
i

_DSCS

• Develop single head Drive and perform Shuttle [Hitchiker]
flight demonstration

-- Validate fundamental storage & Drive mechanisms

-- Develop prototype media and laser source

Develop a full functioning engineering disk Drive for testbed
demonstration

-- 10 Gigabyte @ 300 megabits / second

-- Two Independent heads with complete data electronics

• Develop en_lineering Controller and perform testbed
demonstration of dual port system with engineering Drive

-- Simultaneous read and write @ 150 megabits / second

-- Read or write @ 300 megabits / second (buffered)

P_ I|

MEMORY & STORAGE

APPROACH
(CONTINUED)

SPACEDATA SYSTEMS m

VBL-SSR

• Develop and perform laboratory demonstration of
VBL chips and recorder

-- Prove technology in manageable steps

-- Design for scalability, chip and recorder

NVRAM

• Develop NVRAM chips and demonstrate as SRAM
replacements ..

-- Select basic cell structure / technology

-- Demonstrate array of memory cells

-- Demonstrate prototype memory chips

I1_ IO

CS2-8
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MEMORY & STORAGE

SCHEDULE
SPACE DATA SYSTEMS "-

DESCRIPTION

SODR
Brassbrd Drive

Right Demo

Engr Controller

Engr Drive

Two-port Demo

VBL-SSR

16K Chip

64M Chip

64M SSR

FY 93 FY 94 FY 95

i

!

J
i
I
i,

i

| i,,i i i T

I !

..... , I !
: i

FY 96 FY 97

I i

, !

!

I

i

256M Chip & I/O

1G 4-Chip SSR

NVRAM
Basic Cell

16B (4X4) Array

Demo 3D Package

1Mbit Chip

4Mbit Chip

i
1

i
.i !

[

|

P_ 17

i DSCS
MEMORY & STORAGE

- SPACE DATA SYSTEMS I

RELATIONSHIP TO EXTERNAL PROGRAMS

i

SODR
• SODR Drive development receives DoD funding

• 5.25-inch MO Drive commercially available

-- Multi-Drive systems under development

Modified AF 5.25-Inch Drive flown on STS

-- 0.3 Gbyte @ 5 Mbps with removable media

AF 14-inch Drive under development for aircraft

-- 6 Gbyte @ 50 Mbps with removable media

Some data electronics commonality

PIll

h CS2-9
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--- DSCS SPACE DATA SYSTEMS "-

RELATIONSHIP TO EXTERNAL PROGRAMS
(continued)

VBL-SSR

• VBL Device development receives DoD funding

• Commercial VBL-SSR under development in Japan

• Ruggidized VBL-SSR under development by French

NVRAM
• Ongoing DoD NVRAM development programs

-- MRAM (Honeywell), Ferroelectric RAM, Nitride EEPROM

-- Operational and environmental performance concerns

lB
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MEMORY & STORAGE
SPACEDATA SYSTEMS "-

................ Backup Charts .................
for

Memory & Storage

m IZAClK II

--.- DSCS

MEMORY & STORAGE

GLASS MO RECORDING
SPACEDATA SYSTEMS "

m

SU._ACECRACKES,X _ /
PARTICLES OR _ _ / .5 - 1 mm

CONDENSATION _ . _ _ //

_ Glass _" /l /

_ / ,.2mm _
Spot Size < 1 pm

/ '/.1 mm

Glass

Write/Erase Coil - I_/

P_ 11
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I DSCS
MEMORY & STORAGE

M-O PROCESS
SPACE DATA SYSTEMS ""

lvvvvvvvyyTJ

1 - BLANK DISK

FOCUSED LASER

M-OMEDIA Iv y v v A __v v v v l

BIAS FIELD j

2 - WRITE

1

I

z

m

I

1

m

!

-9. ,

,..- DSC$

DATA

DATA

CMD

3- READ

(KERR EFFECT)

Iv v vyvvv v"vvl

4 - ERASE

MEMORY & STORAGE
SPACE DATA SYSTEMS 1

EXPANDABLE ARCHITECTURE

C_: ::TROLLER II DRIVE

I/O
PORT

SYS
CNTRL

GROUP
CNTRL

CS2-12
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r

m

MEMORY & STORAGE

SODR PHASED PROGRAM
SPACE DATA SYSTEMS "--

TECHNOLOGY DEMONSTRATION
MULTI-TRACK WRITF_JREAD/ERASE DEMO

14' MO MEDIA, DIODE LASER ARRAY

BRASSBOARD - DRIVE PACKAGING
FLIGHT DRIVE DESIGN - SINGLE HEAD DEMO

PROTOTYPE MEDIA & LASER DIODE

PRELIMINARY CONTROLLER DESIGN

ENGINEERING - FUNCTIONAL MODEL
FULL FUNCTIONING DRIVE & CONTROLLER

PACKAGED FOR TEST-BED ENVIRONMENT

TWO PORT SIMULTANEOUS READ / WRITE

FLIGHT PROTOTYPE - QUALIFICATION
FLIGHT QUALIFIED DRIVE & CONTROLLER

COMPLETE PARTS (ASIC / VLSI) DEVELOPMENT
TWO DRIVE DEMO WITH ENGINEERING MODEL

p_ 14

m DSCS

MAJOR LINE

MEMORY & STORAGE

MINOR LOOPS
SPACE DATA SYSTEMS _"

MAJOR UNE

I If _ , _'_-;---;'-_--<. .-_-_\ ;--_+--<_-<-'-.'.--.,"__

= =--_ ; ,, ,, ; ; ; , _x_ _,., : FFF,_7-,._/IR_I ( 1
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MEMORY & STORAGE

f\

SPACE DATA SYSTEMS --"

VERTICAL BLOCH LINE MEMORY
ADVANTAGES

IIi i _ _1
tl _ i t b _w 11

QI i 11 '°

1 1 1 0 1 1 0 1 0 1 1

• The wall of a single stripe domain can contain thousands of VBL's

• The VBL's can be circulated around the domain like a disk or recording
tape, but magnetically, without any moving parts

• The presence or absence of VBL's representing "l's" and "O's" can be
detected as they come by the end of the domain

• VBL's can be created or annihilated there, too, allowing us to read and
write in the memory

• The in / out device can be made on part of the same material that holds the
magnetic domains

P&(_ 18
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MEMORY & STORAGE
SPACE DATA SYSTEMS "--

SAMPLEDOD TECHNOLOGIES

MRAM (Honeywell)

-- Read times increase (1 to 10 l_s) as chip density increases

-- Leads to low data rates and long access times

-- Really aimed at replacing core memory

Ferroelectric RAM technology

-- MP'_,ial fatigue causes chip failure by 1011 cycles

-- I_erdiffusion between ferroelectric and metal contact materials
oegrades performance

-- Leads to li,--=,_d testability, low reliability, and limited utility

NitrJde EEPROMtechnology

-- Material cyclabilJty limited to around 10 s cycles

-- Radiation soft, long write times, limited data retention times

-- Leads to limited testability, low reliability, and limited utility

II&Gi 17
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I. DSCS

I DSCS

DATA SYSTEMS &
COMPUTER SCIENCE m

External Review of the

Integrated Technology Plan for the Civil Space Program

N93-71813

SPACE DATA SYSTEMS

ADVANCED FLIGHT COMPUTERS

Harry F. Benz
Langley Research Center

June 26, 1991

Office of Aeronautics, Exploration and Technology
National Aeronautics and Space Administration

53 -31

/ 72/73

,'27

I

FLIGHT COMPUTERS
SPACE DATA SYSTEMS m

TECHNICAL OBJECTIVES

,-T

i

I Develop high-performance, space-qualifiable, onboard computing, istorage, and networking technologies

Space qualifiable, RAD-hard, SEU-immune 32-bit computer system

1-2 Mips / Watt

Scalable (3-20 Mips)

• Evolutionary development path for hardware, software, and systems

• Full development environment

CS3-1



FLIGHT COMPUTERS
m DSCS --.- SPACE DATA SYSTEMS -.-

JUSTIFICATION

I _., NASA has unique computer system requirements =.._._

m

Ell

• 30 Year life with no interruptions, self validating

Low power, SEU-immune, total dose radiation hard, mass constrained
One-of-a-kind mission critical applications (requires in-house infrastructure)

Reduce technology gap

GAO noted 8-20 year lag from commercial Introduction to space mission use
and asserted:

"Nation's leadership in space depends upon....incorporating more up-to-date computer systems
in its programs."

SSTAC Ad Hoc Subcommittee on Onboard Processing and Data Management
Technology (1987) concluded:
"...highest priority recommendation is for the accelerated development of...fault-tolerant onboard
Information management systems...nation's most challenging reliability requiremenL..at regular
intervals for transition into NASA missions."

"Blue Ribbon" Panel validated GAO recommendation and recommended:
"..aggressive program for NASA to meet its needs."

DoD controls export of these technologies under MCTL 2.0, 7.1 and ECCN
1564A, 1565A, and 1574A

Id?MI

_DSCS
FLIGHT COMPUTERS

SPACE DATA SYSTEMS "_

TECHNOLOGY CHALLENGES

• Completeness of system and software tools to reduce life-cycle costs

• SEU-immunity, flight qualiflability (QML)

Performance
-- _ie'_vance: Include I/O and context switches, benchmarks of

,-. a-acteristic applications
-- ._ _,,sm: Use realistic timings based on space parts
-- EUic!ency: Performance i Watt

• Architectural support for fault-tolerance and multicomputers

• Evolvability with Improved technology
-- From program to program (heritage)
-- Within a program (Space Station, Lunar Base)
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MISSION
EPOCH

70'S

80eS

90'S

FLIGHT COMPUTERS
SPACE DATA SYSTEMS ---

STATE-OF-THE-ART-ASSESSMENT
(rac,v_ page)

PROC READINESS AS CPU CHIP
TYPE MISSION OF 4191 PERFORMANCE SET PWR

1802 GALILEO FLOWN 100 KIPS 0,5W

1802

80C86 MAGELLAN FLOWN 250 KIPS 0.5W
8O8O

80386 SSF/ LEVEL 6 3 MIPS 2.SW
VAX

80486 SSF LEVEL S 10-12 MIPS VAX 3.5W

GVSC 1750 CRAF I CASSINI, LEVEL 5 2-4 MIPS 5W
EOS DAIS

SA 3300 MM2 LEVEL 5 750 KIPS VAX 1.5W
32000

80586 SSF LEVEL 2 20-25 MIPS VAX 4.5W

2000'S RH-32 SDIO-BSTS I AWS LEVEL 2

NOTE: R_ b a.rm_/y u_fundmd _ _ J,,_v_

20 MIPS 3W
RISC

RAD HARD
CHARACTERISTICS

TOTAL DOSE--YES
SEU---YES
OLD 4 MICRON TECH
NO LONGER AVAILABLE

TOTAL DOSE--YES
SEU LATCH UP--YES
UPSET--LIMITED

NOT PAD HARD
UNKNOWN LATCHUP

WILL UPSET WITH SEU

NOT PAD HARD

UNKNOWN LATCHUP
WILL UPSET WITH SEU

ALL--YES

ALL--YES

NOT PAD HARD
UNKNOWN LATCHUP
WILL UPSET WITH SEU

ALL--BY
CURRENT DESIGN

kllPM

--- DSCS
FLIGHT COMPUTERS

SPACE DATA SYSTEMS ""

STATE-OF-THE-ART ASSESSMENT

• Current state-of-the-art for spaceborne computational systems is 12
years behind ground based embedded computers

• 80C86 is most recently flown technology which meets SEU, power,
and performance goals

• CRAF / CASSINI-EOS are GVSC-1750A, 16 bits, 3MIP DAIS, 5W

• SSF 80388 is not SEU-hard, probably will not latch-up, 16 / 32 bits, 3
MIP VAX, 2.5W

• RH32, RH3000, and ATIM-R6000 are seriously underfunded by SDIO /
AF to meet their objectives, and are slipping faster than the calendar

k17PM

_ CS3-3



_DSCS
FLIGHT COMPUTERS

PROGRAM DESCRIPTION
PRODUCTS/PA YOFF/DELIVERABLES

SPACE DATA SYSTEMS ,,-..

• GVSC, SA3300, and RH-32

Processor evaluation

Multiprocessor architecture development
Performance and functional models

• Common spacecraft multiprocessor operating system coarse grained
data flow operating system for embedded applications development
tools brassboard application demonstrations

• Complete qualifiable chip set for advanced flight computer

• Qualifiable single board 3-15 Mips, 32-bit 1-2 Mips / Watt computer
• Complete software set

Operating system

-- Compiler(s) (including Ada) and runtime library
-- Debugger(s)
-- Models

• Technology transfer to flight projects through active multicenter
participation, review, and testbed activities and project specific
hardware configuration modeling

• Preparation for follow-on generation
NOTE: All dellverablesto level 5 technology readinels
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EDSCS
FLIGHT COMPUTERS

SPACE DATA SYSTEMS m

APPROACH

...........Build_°nD°D'_commerci_ai'_andac.ad_emic,,d.e_el_°pme nts ............i

• Use modelS, benchmarks, in-houSeevaluatlons, and reviews to
select specific approach based on NASA criteria :_ :

L

Demonstrate and develop sources for the U
full line of computer systems products H

::Z_ - -_ _ _ --_ _ _ :- -_-___ ..........

• Include hardware, software, and system-t-ools _ i_:---_ _

• Support all needed architectural configurations (single board /
multiprocessor / multicomputer / parallel / fault-tolerant)

Full chip set for computer (Including I/O) not just processor

;_ Assur_e-future sUpport, aVailability for use by-com-mercial space
companies

• Teams approach: In-house, QML semiconductor manufacturer,
computer system house, academic, other government partners

ll_ iL'S?I_1
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---DSCS

DESCRIPTION

FLIGHT COMPUTERS

SCHEDULE

CSTI 3.2 COSMOS
Multiprocessor

ISA, Foundry Eval

System Modeling

Breadboard Hardware

Prototype Hardware

S/W Support Environment
Procure / Develop Beta

Brassboard System

I U_r Algodthms Technology

Transfer Demo

Follow-on Generation

,In(ISA, Foundry Eval)IL,le lira

SPACE DATA SYSTEMS

FY93 FY94 FY95 FY96 FY97

I i i I

i

-,- DSCS
FLIGHT COMPUTERS

SPACE DATA SYSTEMS

RELATIONSHIP TO EXTERNAL PROGRAMS

-v • Cofunded multiprocessor application with SDIO

Participate in CAP-16, GVSC/ASCM, RH-32 / ATIM programs and
reviews

Related to HPCC-REE elements in Advanced Multicomputer
Architectures for Spacecraft Applications which depends on this
augmentation for flight qualifiable singe board computer components

EOS-A and Craf / Cassini early Interest in GVSC for use as
Engineering Flight Computer

w

tlTPll
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m, DSCS
FLIGHT COMPUTERS

SPACE DATA SYSTEMS -"

COOPERATION & COORDINATION EFFORT

Coordinated with AF through STIG sub-panel with opportunity for
co-development (Air Force initiative to replace loss from SDIO)

Coordinated with SDIO through PMA-TIM's; AF-PhiUips Lab;
AF-Rome Lab; USA-SDC, Huntsville; USN-NRL

Coordinated with DARPA I ISTO in evaluation of parallel and
distributed processors (iWARP, Multimax, Gigamax)

Cooperative effort with Software Engineering Institute (SEI) for
software development and verification tools for ADA language

Cooperative effort with Institute for Defense Analysis (IDA) on
real-time scheduling algorithms for uni- and multiprocessor systems

Coordinated with NASA Space Engineering Research Center for
VLSI Systems Design (Idaho) and Illinois Computer Laboratoryfor
Aerospace Systems and Software (Illinois)
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_" DSCS '

N93-71814

I ] .... p[1

External Review of the
Integrated Technology Plan for the Civil Space Program

SPACE DATA SYSTEMS

DATA SYSTEMS &
COMPUTER SCIENCE ---

SPECIAL PURPOSE FLIGHT PROCESSORS

Mike Henry
Jet Propulsion Laboratory

June 26, 1991

Office of Aeronautics, Exploration and Technology
National Aeronautics and Space Administration

w

--- DSCS

SPECIAL PURPOSE PROCESSORS

Space Data Systems

TECHNICAL OBJECTIVES

[ Develop high-performance, space-qualifiable, onboard computing, ]1
storage, and networking technologies

• Demonstrate space qualifiable science and automation processors
-- Geophysical / biophysical parameter extraction
m Low distortion, high ratio (> 50:1) Iossy data compression

Panchromatic scene analysis
Multi-sensor coordination and data fusion operations

-- Synthetic Aperture Radar processing

• Demonstrate space qualifiable supporting components
-- Correlators

-- Data compressors

• Utilize state-of-the-art Application Specific Integrated Circuits
-- VLSI custom and semicustom

-- Design synthesis
-- System / component behavioral modeling
-- Advanced packaging

t_MI1 Ji
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SPECIAL PURPOSE PROCESSORS

Space Data Systems ,_-

JUSTIFICATION

• Planned imaging systems will saturate storage and communications
systems (e.g. SAR 300Mbs, HIRIS >400Mbps)

• Without new on-board processing technology, we must back off
science capabilities

• Enable target-of-opportunity detection and location

• Special purpose processors achieve 5 to 50 time the operations per
Watt efficiency for specific tasks

• Advanced microelectronics technology required to develop and field
special purpose processors
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SPECIAL PURPOSE PROCESSORS

Space Data Systems _,-

JUSTIFICATION
(far./ngpa_)

Target applications

SAR image generation / data compresslon --

-- EOS SAR

Information Exti;acdor_ ...........

-- HIRIS; image spectrometry

Autocorrelator

-- Balloon MLS

n EOS MLS

• Cross Correlator

-- Submillimeter Interferometer

CS4 -2
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mDSCS

SPECIAL PURPOSE PROCESSORS

Space Data Systems m

APPROACH

m

m

Advanced Image Processor

Involve science community: requirements and evaluation

Map a representative set of algorithms into an adaptable
architecture

m Level 5 demonstration: fault tolerant, flight qualifiable technologies

• Digital Autocorrelator Spectrometer

•--- Prove technology in manageable steps (generations)

--- Build on microelectronics technology improvements

--- Demonstrate spectrometer level breadboards

• HighSpeed Cross Correlator

---. Develop high speed, > 1 GHz sample rate, low power circuit
elements leveraging off of NASA and DoD ongoing programs

Develop chip design in full custom VLSI using developed elements

---- Fabricate chip and demonstration hardware

_AIR

•-- DSGS

DEERION |

SPECIAL PURPOSE PROCESSORS

............................ Space Data Systems m

APPROACH
(CONTINUED)

• Mlcroelectronlcs

_Work wlth other NASA offices to demonstrate and qualify ASIC

development capabilities

•--Work with other NASA offices to demonstrate and qualify high

density packaglng technologles

_Work with the ASIC industry to enhance semlcustom and custom

ASIC design tools, libraries and methods to incorporate space
qualified issues

Demonstrate the feasibility of ASIC designs by prototyping

example components

CS4-3
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SPECIAL PURPOSE PROCESSORS
DATA SYSTEMS &

' ' S_HEDULE COMPUTERSCIENCE--

DESCRIPTION FY 93 FY 94 FY 95 FY 96 FY 97

AlP BREADBOARD DEMO

FLIGHT OUALIFIABLE ,kiP

AUTOCORRELATOR
SPECTROMETER DEMO

CROSS CORRELATOR

STANDARD CELL LIBRARY

SPACEAS_ DES_N &
TEST METHODOLOGY

SPACE ASIC DEMO PARTS

....... _ _Jl_ .......................
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SPECIAL PURPOSE PROCESSORS

_ , Space Data Systems .--..

PROGRAM DESCRIPTION ....
PRODUCTS/PAyOFFADELIVERABLES

• Breadboard Advanced Image Processor: multispectral analysis
applications

• Qualifiable brassboard AlP: multispectral, panchromatic, SAR,
compression

• 30 roW/channel, 5 MHz digital autocorrelator (DAC) spectrometer
breadboard demonstrated for EOS Microwave Limb Sounder (400 pJ /
sample / channel at the chip level)

• Engineering versions of 1000 MHz autocorrelator and cross correlator
chips (80 pJ / sample / channel at the chip level)

• Digital cross correiator chip to enable space based submillimeter
interferometer correlation to provide high ratio data compression

• (With code Q) Identiflcati0nof flighfquaiified foundries, design
_nrocedures, and validation procedures for application specific

tegrated circuits (ASIC)

• Standard libraries and synthesis tools for flight qualified ASlC

• Prototype ASIC parts to validate and demonstrate the approach
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SPECIAL PURPOSE PROCESSORS

Space Data Systems m

STATE-OF-THE-ART ASSESSMENT

i

=

• Image processors

-- Bulky & power hungry (1 m 3,2.7 Mops / Watt : SAR)

m DoD developed processors will have good efficiency,
but don't address all the computing needs for our target
algorithms

• Components

-- Correlators

Narrow bandwidth: 100-200 MHz Bandwidth

High power: 250 mW / channel

(750 pJ / channel / sample at the chip level)

-- Microelectronics

Class S ASIC foundries under DoD development

No qualified design methodology

w

v

-- DSCS

DEF.AIDNI

SPECIAL PURPOSE PROCESSORS

, ,, ,,,, Space Data Systems ,-m

TECHNOLOGY CHALLENGES

m

t

• Low power/mass/volume, high performance digital signal
processors: at least 20 MFLOPS per Watt

• Long Mission Duration (15+ years) Reliability / fault tolerance

• Environment--RAD-hard to 100 krad Si, SEU Immunity to 40 LET

• Design and operations adaptability

• 1-10 GHz sampling rate correlators

• High rate intraprocessor communication (up to gigabits per
second)

• Low cost ASIC Design, Develop, Test, and Qual

• Second source ASIC capability

• Wafer Scale Integration

l|

=
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SPECIAL PURPOSE PROCESSORS

Space Data Systems I

RELATIONSHIP TO EXTERNAL PROGRAMS

• DoD has ongoing signal processor and packaging development
programs (e.g. PMA Fl104: ASSP, 3D Computer, Wafer Scale
Processors, etc.)

---- Augment with NASA funding to achieve critical mass if
necessary

m Demonstrate applications/algorithms separately

• DoD signal processors are being fielded on aircraft

•--- Early AlP work is based on such a DoD architecture

• DoD developing Qualified Manufacturing Lines (QML)

--- Utilize, where possible for NASA space parts

---- Demonstrate applicability to NASA users

• VHSIC Hardware Design Language (VHDL)

m Leading candidate tool for NASA design methodology
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"- =" DSC8, DATA SYSTEMS &
COMPUTER SCIENCE _=

SSTAC Review of the

Integrated Technology Plan for the Civil Space Program

DATA SYSTEMS & COMPUTER SCIENCE
SPACE DATA SYSTEMS

ONBOARD NETWORKING & TESTBEDS

N 9 3  7]78 15
f

,J

DAN DALTON

June 26, 1991

Goddard Spaceflight Center

__.:
i

--'- D8C8 , ,

NETWORKING & TESTBEDS

TECHNICAL OBJECTIVES

SPACE DATA SYSTEMS m

I Develop high-performance, space-qualifiable, onboard computing, istorage, and networking technologies
- m|uml

Ob!ectives fcr Onboard Networkinq & Testbeds

• Develop a low-power, multi-gigabit space-qualiflable Data
Network

• Pursue / Select Industry Standards for onboard systems

• Develop and demonstrate Network ComponentTechnology

- Multi-purpose fiber optic transceiver (MFOX) technology

• Develop a Flight Systems Validation Laboratory

CS5-1



NETWORKING & TESTBEDS u
mDSCS SPACE DATA SYSTEMS --

JUSTIFICATION

• Technology readiness

-- Llmlts technology path to flight

• Mitigate technology risk for flight projects

-- Demonstrate technology benefits without baseline

Ill

__---

M

!

M

m
m

II

• Technology leveraging from emerging technologies

-- Testbed for demonstrating

• Testbed Benefits I Existing

W

BIB

i
q

g

I

., DSCS
NETWORKING & TESTBEDS

TECHNOLOGY CHALLENGES

$

• Size(1 in-per node), Weigh (<.25 Ib.per
node), and Power (<100 mW per node)

SPACE DATA SYSTEMS m

qD

J
I=l

tl

_E

• High Data Rate Components (10 Giga bit/S)

• High Density Packaging Qualification

• Maturing of Data System Standards

m
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NETWORKING & TESTBEDS
i n i '" SPACE DATA SYSTEMS ==

STATE-OF-THE-ART ASSESSMENT

FLIGHTt

READINESS / N
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mDSC8

SIGNAL RATE MBIS

NETWORKING &TESTBEDS

PROGRAM DESCRIPTION
PRODUCTS/PAYOFF/DELIVERABLES

• Definition of Network requirements

-- Future Project requirements

• Modular building blocks defined and developed

-- Reconfigurable testbed

SPACE DATA SYSTEMS ,,..

• Development of an Advanced Orbiting Platform network

-- Prototype data system

• Development of a Lunar base network

Prototype data system

• Technology insertion assessment for next network development

-- Accommodate emerging technology

Tools / simulators / models for flight system intergration and
development

-- Analysis and evaluation

Performance evaluations with flight elements

-- Processor development

-- Storage development

Industry IR&D

:- CS5-3



NETWORKING & TESTBEDS
-- DSCS .... SPACE DATA SYSTEMS m

_ J USER
[ELEMEN'[

USER

ENHANCED TESTBED

USER
ELEMENT

T

HISPEED
NETWORK

I CONTROLLER J......

USER

LOW
SPEED

NETWORK

USER
ELEMENT

G/W

VERIFY
THRUPUT

BER
COI¢I1ENT

OBC

,--, DSCS

NETWORKING & TESTBEDS
SPACE DATA SYSTEMS ""

APPROACH

• Project requirements for future data systems

• Perform trades of existing technology

• Evaluate existing / emerging standards

• Design system to meet future requirements

Develop environment / tools as requir_

• Integrate testbed

• Integrate and test storage and processor developments
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SCHEDULE
SPACE DATA SYSTEMS "

DESCRIPTION

ITechnology Inse_on Assessment

High Fidellw Simulation Models

_ork Requirements _ument

Building Block Designs

Advanced Da_ System ProtoW_ _slgn

_ork _sign Tool & Simulator

Advanced Data System (ADS) Proto_

Ex_dmen_l _o_ for Adv Orbiting Platform

IntegraUon of _w Technolow into ProtoW_ ADS

Ex_dmen_l _o_ for a _nar Base

Evaluation of ADS Proto_e and Components

FY 93 FY 94

i

m

m

FY 95

J

FY 96 FY 97
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m DSCS DATA SYSTEMS &
I COMPUTER SCIENCE .i

External Reviewof the
Integrated Technology Plan for the Civil Space Program

SCIENCE INFORMATION SYSTEMS
N 8 1 6

ARCHIVE, ACCESS & RETRIEVAL

William J. Campbell
Data ManagementSystemsFacility

GoddardSpaceFlightCenter

P.17
I

June26, 1991

OfficeofAeronautics,ExplorationandTechnology
NationalAeronauticsand SpaceAdministration
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m DSCS
ARCHIVE, ACCESS & RETRIEVAL

i i SCIENCE INFORMATION SYSTEMS m

OBJECTIVES

Develop technology for automated characterization, and interactive iretrieval and visualization of very large, complex scientific data sets J
Speclfically, Develop Tech-nologles for

- Rapidly Archiving Data Sets

- Automatically Characterizing & Labeling Data in Near-Real Time

- Providing Users Ability to Browse Contents of Databases
Efficiently and Effectively

- Providing Users Ability to Access and Retrieve System
Independent Data Sets Electronically

- Automatically Alerting Scientists to Anomalies Detected in Data

C:

i

"_mm
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ARCHIVE, ACCESS & RETRIEVAL
SCIENCE INFORMATION SYSTEMS mm

JUSTIFICATION

• Scientists Increasingly Spend More Time on Accessing &
Retrieving Data, Lessening Time for doing Science

• Scientists Need to Become Proficient Data Technicians to Convert
Acquired Data Into Appropriate Form

• There are no Available (Commercial or Non-DOD) Data
Management Systems that can handle the Projected Data Rates
and Volumes

• It is Humanly Impossible to Manually Inspect The Projected Data
Volumes

• Massive Amounts of "RAW" Uncharacterized Data Sets Produce
Much Duplication of Effort by Scientists

ARCHIVE, ACCESS & RETRIEVAL

SCIENCE INFORMATION SYSTEMS m

TECHNOLOGY CHALLENGES

• Mass Storage Organization ............

- Layout of contents on mass storage

- How the mass storage Systeminteracts_.__ . with the rest of the system

• Automatic Data Characterization & Labeling

- Develop algorithms for metadata extraction based on needs of
scientific community --_--...............

- Real-time pe_ormance * _- "

- Quality and robiJstness of system "

• Browsing Mechanism

- Query Expressibility

- Spatial, Temporal, Spectral, Data Content, Sensor, Discipline, Project

I
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ARCHIVE, ACCESS & RETRIEVAL
SCIENCE INFORMATION SYSTEMS wm

TECHNOLOGY CHALLENGES (Continued)

Data Organization

- Object-Oriented Technologies

• Relational Databases

. Search Indices (Spatial, Spectral, Data Content, Discipline,

Sensor, Temporal, Project)

Multidisciplinary Research Tools

- Data Fusion, Georegistration

- Different Vocabulary Across Domains

=

v

w

mDSC$

ARCHIVE, ACCESS & RETRIEVAL
SCIENCE INFORMA 770N SYSTEMS m

STATE OF THE ART:

Mm.I StorageOrganization

Automa¢liCDataCharactorlzmlon•
LalCelng

6rowldngMechaNml

OelaOr0anlzmlon

Uuh_la_l_a_y
Wh Tools

Today

• Comm4rcUll_AvauBab_
• No Functional _yaul

Opt_eza,th_,.,

• S_a.MP._dIn_, SeOmemat_
- Tim Coneumln0
- CPU Inton_vo
- No LJ_ olS_.em

• Slow
• Off-Une

• MultipleModoll
• LimnedOuoryF.xpmul_llq

Moel DataOn-Une
RellltkxtnJDBMS
• Slow
• Um#ed FJqxumendm
• Redundant

• _ Goonlghltrxtron
• IdmJ Aralym
• Lxlx_ Intensive

Ta,pt

• DataOrganizedBalmclon Somantlc
Groupings

• SlmuladlonModol$Im DetanFlow,
Imeractlonewith Rootof Syldem

Teclmologlu • Technlquel
• Knowled0olhum
• hp_ Symm
• Neund Netwod_
• StaUldk_dMethod8

• FI_ _ ,(Ugodlhln8
• On-Llmm
• Lonlou DotsCompnmlon
• NOfl-VImJalAide
• _lb:ed TO0_KIts

On.Line- Oqect-OrlentedDBIdS
• FIm
• Idullldleclp.naryGuer_
• ExtencleclSwr, h I_ hoc_ DetaTypeo

• AutomanlcG,xxogl_nntlm,i
• AutomaticMothodelot DataFuadogt
• HyporMedia _0Locate,'ldeml_Beta Ilam_/Seub
• u...lllpkmDeUd>mN_U
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SCIENCE INFORMATIONSYSTEMS m

PROGRAM DESCRIPTION
Payoff

=_

ill

Opportunity for New ._ien_t_l_;_c6ve|;ie_

Enhance Capability for Multidisciplinary Research

Provide Faster Scientific Turn-Around

Supports Large User Comm_, Increased Efficiency

Improved Understanding of Scientific Data Holdings
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mDSCS

ARCHIVE, ACCESS & RETRIEVAL
........ _ _._=r _: ±

SCIENCE INFORMA'IION SYSTEMS m

: PROGRAM DESCRIPTION

.......... Deliverables_ ....

MASS STORAGE TESTBED SCALABLE TO REAL SYSTEM NEEDS

Data organized on physical storage based on semantic groupings.

Minimizes 0vera, access ti_redu_Sstress on roboti_: machinery,
faster user-response times, ..........

AUTOMATED DATA ARCHIVE _:;:_ ii_i: :: i

Automatic populating of distributed databases at data rates
comparable to average rates 0f EOS inst_-um_nts.

AUt0m-atic extra ct)_ of-m_ad_a-_-f_ludi_g-_ome description of image
content; organization of fast search indiFes_

Permits sclent_sts to request_= data by a variety of attributes, Including
Image content. :........

ADVANCED BROWSE

Tools for viewing transmitted Images, Including fast Image
reconstruction algorithms and methods for directly analyzing
compressed data.

Methods for focusing user interactions with underlying databases.
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ARCHIVE, ACCESS & RETRIEVAL
SCIENCE INFORMATION SYSTEMS i

PROGRAM DESCRIPTION
Deliverables (Continued)

ADVANCED DBMS

Development of rapid access data structures, methods for
interacting with relational and object-oriented databases, and
natural language interfaces to underlying databases.

Transparent access to data sets, use of specialized data structures
to handle storage and access to high volumes of scientific data.

SUITE OF MULTIDISCIPLINARY RESEARCH TOOLS

Steps toward the automatic georegistering of Images and the fusing
of data sets. Approaches to handling queries whose solutions
require accessing multiple databases.

Ability for scientists to use a single system to browse and access
multiple databases and fuse the results.

L ,

m DSCS,

ARCHIVE, ACCESS & RETRIEVAL

II SCIENCE INFORMATION SYSTEMS m

=_

l

=

,r..-

SCIENCE INFORMATION SYSTEM
ARCHIVE, ACCESS, & RETRIEVAL

Acquisition of Data for Testing

Log_ Org_L_on

Simulations

Interfacing with Rest of System

Issues Related to System Evolution

Usa of Redundancy

Dynamic Reorganization Methods

FY93

V4_d'////X///X_

APPROACH

Mass Storage Organization

FY94 FY95

__/XI//X/X//////_ '/.///X////////NAB

"//._/._////////._, _//.///.//////._m

FY96

T_'///X/X_X,"///_

"/X/,/_X,"///X///._

'/X_////////X//,_

tX#'X_////./,///_

FY97

_//X///,Z6_/./_I

Y_'///X///////A

Y/._',///'///'/._/A

"////////,///',,#'./v_

Y/.///_'X////X/_
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m DSCS SCIENCE INFORMA'IION SYSTEMS mm

SCIENCE INFORMATION SYSTEM

ARCHIVE, ACCESS, & RETRIEVAL

Acquisition of Ground Truth, SatelSta Imagery, &

Georegistration

Exploration of Methods for Extracting Matadata

Comparison with Conventional Methods

Sampling Theory, Data Distributions

Methods for Analyzing Robustness & Performance

of Metadata Extraction Algodthm$

Planning & Scheduling For Meted_da Extraction

Methods for Signature Extension

Construction of DomaJn-SpadSc Knowledge Bases

ReaJ-'lima Expert Systems

Reasoning with Uncertainty

Interactions with Rest of System

APPROACH

Automatic Data Charactadzatlon and Labeling

FY93 FY94

"/_////////////,d _///////////////_

mfV/////,/U//,_. _///X/'////////,_

"/AVX/'/X///.//X_ _JVX////////X,'X_

_.#'Z///////X_

_V//X/X//////.

IWIR'Z/////X//._

mE_'////////,_

FY95

_//_Z///////.//_

_//////////X//.,_

_/]//X_'//-//X_

_._////,///////_

FY96 FY07

"/////////////////, X/////////Z///j_

W/////////////_.. _.///////////X_

"/]Z/Z////////,'4_

"////////////////J _//////////,_'J_

_'////////////._, _///////.#'X_/4_

_/////////////._ "//////]/]/Z//-_

'_/////_/X/////_, "//_

m D,_'S •n SCIENCE iNFORMATION SYSTEMS m

SCIENCE INFORMATION SYSTEM

ARCHIVE, ACCESS, & RETRIEVAL

Development of Fast Image Reconstruct_

Ngorithma

Progressive Layedng for Brow_ng at a Distance

Toolkit= for Building Personalized User Interfaces

Melhod= for Handling Temporal Queries

Methods for Focusing User Interactions with the

Undedy_ng System

Methods for Passive Querying

Methods fo¢ Direc_y Analyzing Compressed Data

Methods for Interfadng with User Developed

Display Algorithm=

Explore Add_ Methods to Aid in Browsing

FY93

_'//Z.,'///////_

_X_'///.//.//.///_

APPROACH

Browsing

FY94 FYS5

_/////////.//./_

"//_//////]//,,_

_/Z/.///./X/////Z_

_/////////////_

E_'///ZP'/]/]/_

Ir_-_////////,,'/X_.

FY96

'///Z/.///////./X_

"/////////X/X#',_

_/]///Z/Z/./-/./_

_/X_//.///././//./_

"/////_'////////'/_

_/////////////,_

FY97

_////Xd'/.//-/X_
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ARCHIVE, ACCESS & RETRIEVAL

SCIENCE INFORMATION SYSTEMS m

SCIENCE INFORMATION SYSTEM

ARCHIVE, ACCESS, & RETRIEVAL

Modeling of DomaJr_

Tools for Populating, Querying

Rapid Aa:es8 Data Structures

Methods for InteraclJngwith Relational Databases

Improvements in Lossless Compression

Distributed Object-Oriented Databases

Natural Language Intedaoes

Efficient Mapping of Ouery Components to Object-
Oriontod Databases

Implementation of a Query Optimizer for
Object-Oriented Databases

FY93

"_//_'///./////,_

Y////_////////,_

_'VHSY/.////////_

WQY//////////;,_

APPROACH

Data Organlzatlon

FY94

Y///////////////_

Y/////////////_

_'/////////////v_

Y////////////,_

Y/////////////._

Y////_,'////////_

FY95 FY96

"//////////////_

Y//////////////_

"/////////////Vm

Y////////////_

Y/////////////._

_/////////////_

"Q//////////////,

",_'////////////_

Y//////////////_

Y/////////////,_.

Y/////////////,_

"////////////////_

_'///////////////.

_._////////////_

FY97

Y/////_///////4

"///////////////_

"///////////////,4

7/////////////_

_/////////./////,

m DSCS i

ARCHIVE, ACCESS & RETRIEVAL

.SCIENCE INFORMATION SYSTEMS m

SCIENCE INFORMATION SYSTEM
ARCHIVE, ACCESS, 8, RETRIEVAL

i

Methods for Automat_ Goomgistodng of Imagos

Use of l-lypermecr_ to .Nd Usem in Identifying
Accessing PertJnem Databases

Use of Neural Networks and Export System= for
Fusing Data Set=

Methods for Deriving Results that Require Accessing
Multiple Databases

Detection of Inconsistencies among Multiple D_abases

FY93

APPROACH
MultJdlsclpllnary Research Tools

FY_4

_K4_'/v"///////.

_'////////////////.

_//////////_

FY95 FY96""

Yl/I///////_

'/////.///////,_

"////////////////. _'///////////////.

"////////////////. _///////////////_

Y//////////////v_. "///////////./////.

FY97

w
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mm DSCS I SCIENCE INFORMATION SYSTEMS m

RELATIONSHIP TO EXTERNAL PROGRAMS
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SCIENCE INFORMATION SYSTEMS

DATA SYSTEMS &
COMPUTER SCIENCE m

External Review of the
Integrated Technology Plan for the Civil Space Program

N93-71817

s?. l

VISUALIZATION

Ray J. Wall
Jet PropulsionLaboratory

June26, 1991

Officeof Aeronautics,ExplorationandTechnology
NationalAeronauticsand Space Administration

v

IDSCS
VISUALIZATION

OUTLINE

DATA SYSTEMS &
COMPUTER SCIENCE i

• PROGRAM GOALS

• TECHNICAL OBJECTIVES/PROGRAM DESCRIPTION

• JUSTIFICATION

• STATE OF THE ART ASSESSMENT

• TECHNOLOGY INTERFACES

• PAYOFF

• DELIVERABLES

• APPROACH

• SCHEDULE

• RELATIONSHIP TO EXTERNAL PROGRAMS

cs7-1



m DSCS
VISUALIZATION

PROGRAM GOAL

DATA SYSTEMS &
COMPUTER SCIENCE m

INCREASE THE EFFECTIVENESS AND EFFICIENCY OF SCIENTISTS
TO EXTRACT SCIENTIFIC INFORMATION FROM LARGE VOLUMES

=

OF INSTRUMENT DATA

• SHORTEN THE TIME BETWEEN "DATA TAKING" AND
SCIENTIFIC RESULT

EFFICIENT INTEGRATIONAND ANALYSIS OF MULTIPLE
DATA FROM DISPARATE SOURCES IN A COMPLEX
MODEL SETTING

• ENHANCE THE PROSPECT FOR"DISCOVERY"

I
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m
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mDSCS ,i
VISUALIZATION

TECHNICAL OBJECTIVES

DATA SYSTEMS &
COMPUTER SCIENCE m

Develop technology for automated characterization, and interactive
retrieval and visualization for very large, complex scientific data sets

TO DEVELOP AN INTEGRATED FAMILY OF TOOLS, PROCEDURES AND
VISUALIZATION ENVIRONMENTS FORINTERACTIVELY VISUALI_ZINGSCIENCE
DATA, ANDMERGING AND COMPARING THE DATA WITH SCIENCE MODELS

• INTERACTIVE NAVIGATION OF OBSERVED AND MODELED DATA

- 10-30 512 x 512 FRAMES/SEO _:_;_; _
--__ FLIGHT PATH, VIEWING ANGLE COTCi'R()I.,TOOLS

FOR FLIGHT PATH DESIGN _
- INTERACTIVE INTERROGATION OF RELATED DATA

• I_/_CTiVE SIMOLA__SiON/INSTR_U_D-E_S_N: TOOLS
AND PROCEDURES THAT PROVIDE THE ABILITY TO _;#_ULATE
MISSIONS, INSTRUMENT PERFORMANCE AND OBSERVATIONAL
ENVIRONMENTS IN AN INTERACTIVE USER ENVIRONMENT

- DYNAMIC SIMULATION OF PHYSICAL PHENOMENA
- SIMULATION OF INSTRUMENT/SENSOR PERFORMANCE
- SIMULATION OF MISSION DATA ACQUISITION MODALITIES
- MERGE AND COMPARE MODELS AND OBSERVABLES

m
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== DSCS VISUALIZATION DATA SYSTEMS &
,i COMPUTER SCIENCE -"

TECHNICAL OBJECTIVES (Cont'd)

INTERACTIVE USER INTERFACF

- DEVELOP INTERACTIVE PRINCIPLES THAT ARE EFFECTIVE
FOR SCIENCE USER INTERACTION WITH 3D DATA

- DESIGN, PROTOTYPE AND EVALUATION OF VIRTUAL
REALITY BASED USER INTERFACES

- DESIGN, PROTOTYPE AND EVALUATION OF GRAPHICALLY
ORIENTED USER INTERFACE

- INTEGRATION OF USER INTERFACE MODALITIES

m

v

w

_= DSCS
VISUALIZATION DATA SYSTEMS &

COMPUTER SCIENCE m

TECHNICAL OBJECTIVES (Cont'd)

VISUALIZATION TECHNOLOGY RESEARCH CENTER:
IMPLEMENT A SEQUENCE OF WORKSTATION
BASED/HIGH RESOLUTION DISPLAY CONFIGURATIONS
THAT PROVIDE AN EXPERIMENTAL ENVIRONMENT

- INTERFACE TO HIGH PERFORMANCE NETWORKS
SUCH AS CASA, NREN (HPCC)

- ACCESS HIGH PERFORMANCE COMPUTING SUCH
AS THE INTEL DELTA (CALTECH) AND THE HIGH
PERFORMANCE COMPUTING SYSTEMS (HPCC)

- QUERY AND ACCESS DATA FROM THE MASS
STORAGE TESTBED

-- CS7-3
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VISUALIZATION
IDSCS

JUSTIFICATION

DATA SYSTEMS &
COMPUTER SCIENCE m

I

--- DSCS ,

• FUTURE PROGR_ EARTH b'=Ci-ENCES, - '_
PLANETARY SCIENCES AND ASTROPHYSICS
INVOLVE COMPLEX INSTRUMENTS THAT PRODUCE
DATA AT UNPRECEDENTED RATES AND VOLUMES.
CURRENT TECHNOLOGY FOR DATA DISPLAY,
EXPLORATION AND SCIENCE DISCOVERY ARE
INADEQUATE

• VISUALIZATION TECHNOLOGY OFFERS THE MEANS
FOR THE SCIENCE USER TO COMPREHEND, .........
EXPLORE AND EXAMINE THIS DATA TOFOCUS -
FURTHER ANALYSIS AND PROVIDE INSIGHTS INTO
ANALYSIS GOALS AND PROCESSES

VISUALIZATION

JUSTIFICATION

DA TA SYSTEMS &
COMPUTER SCIENCE "=

1J_ Teraby_ _s) ...........
1.4 ...........

1.4

1.2

1.0

0.8

OJ /
0.4 S

t
0.2

0

1990 1991 1992 1993 1994 1995 1896 1097 1998
Y_r

-- Other llmdonl
.... EOS

/
s

S
/

/,

lm 2ooo

m
Ill

i
iii

qll

I

l

J

m
m

w+

Iii

lib .

U
=

Ill =

lIP +

11 -

W
==

lira

!1
CS7-4



- J

w

m DSC,S ,
VISUALIZATION DATA SYSTEMS &

COMPUTER SCIENCE ---

TECHNOLOGY CHALLENGES

• DEVELOPMENT OF AN INTERACTIVE FAMILY OF TOOLS,
TECHNIQUES AND PROCEDURES FOR OBSERVING

SCIENCE INSTRUMENT DATA THAT DISPLAY SPATIAL,
TEMPORAL, AND SPECTRAL RELATIONSHIPS IN A
MANNER THAT EXPLOITS HUMAN COGNITIVE SKILLS

• TAKING ADVANTAGE OF THE COMPUTING CAPABILITY
OFFERED BY CONCURRENT COMPUTING
ARCHITECTURES

• INCORPORATING BEHAVIORAL SCIENCE TECHNOLOGY
TO REDUCE COMPUTATIONAL REQUIREMENTS IN
VIRTUAL REALITY

• DESIGNING OF THE USER INTERFACE TO PROVIDE
EFFECTIVE ERGONOMICS AND SIMPLE PROCEDURES
FOR PRODUCING DATA VISUALIZATIONS

• PROVIDING FOR INTERACTIVE EXAMINATION,
VARIATION AND VALIDATION OF SCIENTIFIC MODELS IN

A REAL DATA ENVIRONMENT

=

m DSCS VISUALIZATION DATA SYSTEMS &

COMPUTER SCIENCE --"

PROGRAM ELEMENT

. INTERACTIVE NAVIGATION

• INTERACTIVE SIMULATION

• INTERACTIVE USER INTERFACE

STATE OF THE ART ASSESSMENT

TODAY

• TECHNOLOGY TO GENERATE
"PRE-PLANNED" ANIMATIONS

• RENDERING SPEEDS FOR 512 X
512 FRAMES (30 PERSPECTIVE)
ARE TENS OF SECONDS

• NO INTERACTIVE CAPABILITY

• LIMITED MISSION SIMULATION
CAPABILITY, MISSION SPECIFIC

• SENSOR/INSTRUMENTS NOT
INCORPORATED

• ABILITY TO MODEL AND SIDtN.,AY

NO INTERACTIVE CAPABILTW
i

• Gurs EXIST THAT PROVIDE
PROCESSING LINKS AND PARAMETER
SELECTION

• GUI'S EXIST THAT ALLOW USER TO
MANIPULATE SOURCE DATA AND SEE
RESULTS IN RENDERED VIEW.

• VIRTUAL REALITY WITH UMITED
DISPLAY (250 X 250) AND LIMITED
TRACKING

TARGET

CAPABILITY TO INTERACTIVELY
NAVIGATE 3D DATA AT NEAR
VIDEO RATES FOR NTSC CLASS
FORMATS

- CAPABILr'I'Y TO SIMULATE
MISSION, INSTRUMENT
PERFORMANCE WITH
INTERACTIVE VARIATION.

• INTERACTIVE MERGE AND
COMPARE MODELS AND
OBSERVATIONS

- INTERACTIVE GUI FOR
END-TO-END MANAGEMENT
AND MANIPULATION

• VIRTUAL REALITY INTERFACE
WITH SATISFACTORY VISUAL
RESOLUTION AND MOTION
RESPONSE

CS7-5



-- DSCS
VISUALIZATION DATA SYSTEMS &

COMPUTER SCIENCE "--

PAYOFF

. EFFECTIVE DATA INTERPRETATION; SPATIAL RELATIONSHIPS,
DYNAMIC PROCESSES, DATA STRUCTURES AND MORPHOLOGIES
MORE EFFECTIVELY PERCEIVED VISUALLY. GOOD VEHICLE FOR
DISCOVERY

• EFFICIENT DATA REDUCTION; PROVIDES ABILITY TO VIEW AND
ANALYZE LARGE VOLUMES OF DATA FASTER

• EASE OF DATA REDUCTION; EASIER, MORE USER A'I-rRACTIVE
METHODS OF DATA REDUCTION

• EFFICIENT DATA ACQUISITION: BETi'ER MISSION PLANNING,
SELECTIVE DATA ACQUISITION

• PUBLICLY ENGAGING PRODUCTS: VIDEOS, ANIMATIONS AND
OTHER VISUALIZATION PRODUCT FORMATS ARE EASIER FOR
PUBLIC TO COMPREHEND. STIMULATES SCIENCE--I-I_rEREST AND
PRODUCES POSITIVE PUBLIC SUPPORT FOR NASA PROGRAMS

w

m

I

'iB

II

gi

d

m

B

J

I

mDSCS

1997

VISUALIZATION

DELIVERABLES

DATA SYSTEMS &
COMPUTER SCIENCE m

• CAPABILITY TO INTERACTIVELY NAVIGATE 3D DATA
AT NEAR VIDEO RATES FOR NTSC CLASS FORMATS

CAPABILITY TO SIMULATE MISSION, INSTRUMENT _-
PERFORMANCE, INTERACTIVE VARIATION OF
TRAJECTORIES, SENSOR/INSTRUMENT PARAMETERS.
MERGE AND COMPARE PHENOMENOLOGICAL MODELS
AND OBSERVABLES ..........................

• INTERACTIVE INTEGRATED USER INTERFACE

• WORKSTATION/HIGH RESOLUTION BASED CONFIGURATION
INTERFACED TO HIGH PERFORMANCE COMPUTING
RESOURCE WITH ABILITY TO ACCESS THE MASS STORAGE
TESTBED

m

J

g

W

W

III

Ill

W

I

J

v

m
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mDSCS
VISUALIZATION
J ....

DELIVERABLES
. H

DATA SYSTEMS &
COMPUTER SCIENCE "_

• CONCURRENT ALGORITHMS AND SOFTWARE FOR
RENDERING MODELING, MAPPING, MERGING, ETC.

• VISUALIZATION COMPUTING ENVIRONMENT SOFTWARE

• USER INTERFACE SOFTWARE

• WORKSTATIONS AND ASSOCIATED PERIPHERALS INCLUDING
HIGH RESOLUTION DISPLAYS AND VIDEO GENERATION
HARDWARE VIRTUAL REALITY HARDWARE

• DATABASES

• TECHNOLOGY PLAN, DEMOSTRATIONS, REPORTS, PAPERS

: =
w

=_

......

w

.....

-.- DSC,S

1991

• PRE CAST
AN_IATK)NI

• ENVIRONMENT
SPECIFIC
SYSTEMS

• BATCH,
INTERACTION ON
OISPLAY ONLY

• SYSTEM
OPERATED BY
SPECIALIST, NOT
EHD USER

VISUALIZATION

DELIVERABLES
(FACING PAGE)

1995
ii

REAL TIME A_MATIONS WITH I/A
_STEERING' THROUGH
MULTISPECTRAL,30 DATA BASa
_ITH UMITED RESOLUTION

uMrrED INTEROPERABlUTY

WS I/F TO HIGH SPEED NETS
ACCESS TO COMPUTING

UMITED MOOEL INTERACTION F.G.
MODIFYING, COMP31d:tINGAND
ADJUSTING

• LIMITED GRAPHICAL USER
BtTERFACES

• LIMt'I'ED VIR'RIAL USER
ENVIRONMENll

• SPECIALIZED WORK STATION
TOOLS, TECHHt(_JES FOR
CREATING VISUALIZATIONS

2000

R/I' ANIMATIONS WITH ADDED
FUNCTION E.G. AHCtLLARY
DATA ACCESS, FEATIJRE
EXTRACTION ETC. EXTENDED
RESOLUTION

MUCH IMPROVED
INTEROPERABIUTY

WS I/F TO HIGH SPEED NETS;
FULL ACCESS TO REMOTE
RESOURCES

IMPROVED MODEL BUILDING
TOOLS, iNTERACTiON AND
CONTROL

• GENERALIZED GRAPHICAL
USER INTERFACf:.S

• MATURE VIRTUAL USER
ENVIRONMENTS FOR
8PECtALI2]ED APPLICATIONS

• GENERAL WORKSTATION
VISUAUT.ATIOli CJ,PAsILrlY

DATA SYSTEMS &
COMPUTER SCIENCE ""

2005

RR ANIMATK)N5 WITH FUlL
USER CONTROLLED
FUNCTION, WORKSTATION
ENVBONMENT

• TRANSPARENT OBJECT
ORIENTED V_UALIZATION
ENVIRONMENTS THAT
ALLOWS CORRELATING
MULTIPLE DATA BASES
SUPPORTING
GEOGRAPHICALLY
SEPARATE USERS

• GENERAL I/1=TO HIGH
SPEED NETS; FULL
SPECTRUM OF
TRANSPARENT RESOURCE
MANAGEMENT

• PORTABLE, ROBUST
GENERALIZED GUI
SUPPORTING DATA
ACCESS, AND FULL RANGE
OF CONSTRUCTIONS AND
INTERACTIONS

• ERGONOMICALLY
CORRECT VIRTUAL
ENVIRONMENTS

_ CS7-7



,_ DSCS
VISUALIZATION

APPROACH

DATA SYSTEMS &
COMPUTER SCIENCE m

m

=_

t

m

i

• TARGET NASA HIGH RATE INSTRUMENTS
m

' W0RKWlTH DISCIPLINE SCIE_ISTS
lib

UTILIZE CONCURRENT COMPUTING

LEVERAGE OTHER RESEARCH PROGRAMS
AND THE COMMERCIAL SECTOR

m

gi

a

I

--- DSC$
VISUALIZATION

APPROACH (Cont'd)

DATA SYSTEMS &
COMPUTER SCIENCE m

l
I
l

II

m

II

• EMBED M_ODOLOGV/N COMMON SO_ARE
ENVIRONME_S SUPPORTED BY PLATFORMS
ACCESSIBLE. BY A MAJORI_ OF THE
SCIENCE COMMUNI_ ..... ........ 11

MANAGING AND IMPLEMENTING VISUALIZATIONS AND
DISPLAYS. DEVELOP INTERFACES AND REQUIREMENTS

FOR SUPPORTING ELEMENTS

• PRODUCE A SEQUENCE OF TRANSFERABLE CAPABILI_

_m

II

V

J

z

u
CS7-8



VISUALIZATION DATA SYSTEMS &
m DSCS COMPUTER SCIENCE m

w

_tem

KEYACTIVITIES

P--_--_ETARY

EARTHORBITING

JI_rROPHYSICS

(TECH TRANSFER )

FOCUSEDR&T

INTERACTIVEUSERI/F
(GU_VR)

INTERACTIVENAVIGATION

INTERACTIVESIMULATION

ITECHNOLOGYCENTER

R&T BASE

HIGHPERF COMPUTING

GRAPHICS& IMAGE PROC

:I)/IBMANAGEMENT

SCHEDULE

'"' I ,.211.3 I 1994 J 1995
NO GLL

& .A.

_T

LX

1999 ! 2000

EOIA

Z_
MR

_,JU_MIY

UIF.2

A

EOe

DEMO

Z_
BIT

D41 TOOIA WI' HAV WTNAV WTNAV

_ & ZX

WS IMP. WII NET 114'lrEO Wll DEMO

,__......___ ,.....--,_-..-_

|R1

i
Zx

&-

CONTINUINGRESEARCH I

i

mDSCS |111 I

VISUALIZATION DATA SYSTEMS &
COMPUTER SCIENCE m

RELATIONSHIP TO OTHER PROGRAMS

HIGH PERFORMANCE COMPUTING AND COMMUNICATIONS HPCC
PROGRAM

• TESTBED CONCEPT IS CONSISTENT WITH THE HPCC ADVANCED
WORKSTATION, HIGH RESOLUTION DISPLAY CONCEPT

• SUPPORT EVALUATION OF EARLY COMPUTING SYSTEMS AND
ADVANCED PROTOTYPE SYSTEMS VIA NATIONAL RESEARCH
AND EDUCATION NETWORK (NREN)

• CONTRIBUTE TO THE SOFTWARE COMPONENTS AND TOOLS
ELEMENT OF THE ADVANCED SOFTWARE TECHNOLOGY AND
ALGORITHMS (ASTA) COMPONENT OF THE HPCC

NATIONAL SCIENCE FOUNDATION

• NSF FUNDED WORK IN COMPUTATIONAL FLUID DYNAMICS AND
IN GENERAL VISUALIZATION OF MODELS WILL PROVIDE A
VALUABLE STARTING POINT FOR THE WORK IN MISSION
SIMULATION

-- CS7-9
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VISUALIZATION DATA SYSTEMS &

COMPUTER SCIENCE "--

RELATIONSHIP TO OTHER PROGRAMS (Cont'd)

i

W

m

III

NATIONALAERONAUTICS AND SPACE ADMINISTRATION

• INFORMATION SYSTEMS RESEARCH AND ANALYSIS ($MI_:
THIS WORK WILL BUILD ON THE ANIMATION, GRAPHICS
AND ANALYSIS TECHNIQUES DEVELOPED WITHIN THIS
PROGRAM ELEMENT

• SCIENCE COMPUTING (SMI_: THIS WORK WILL BUILD

ON ALGORITHMS AND SOFTWARE DEVELOPED IN THE

CONCURRENT IMAGE PROCESSING TESTBED (ClPT)

ml

i

I

l

Q

ti

g
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DATA SYSTEMS &
COMPUTER SCIENCE ""

w

L .

_DSCS

_DSCS

External Review of the

,ntegrated Technology Plan for the Civil Space Pro_r_ 3- 7 ]. 8 1 8

DATA SYSTEMS & COMPUTER SCIENCE

,,.m

Software Engineering Program

Arthur I. Zygielbaum /

June 26, 1991

Office of Aeroneutlce, Exploration and Technology

NaUonel Aeronautics end Space AdmlnlstraUon

Program Goals

/,p%

DATA SYSTEMS &
COMPUTER SCIENCE m

Improve NASA's ability to menage development, operation, end maintenance of complex software

systems

Predctand mordtordevelopmentcostand

Predictoperationscostsandimpactsto usem

Identify.adopt,and/oradaptI:XOduCtandWocen metrics

Recommendp_escril_ actionsapprowiateto symptomsIndicatedbyume'ics

Focus: /mpr0ve the proceu mha'/ty of NASA amltwaredevelopmentofforto

Decrease NASA'e cost end Hek In engineering complex software systeme

Improvesixty to spec_yfunctlona_ andassurederNeradfunc_nal_/

Prov_e _ toa_ inreq_ementsc,soovery,md theuJ)Nquentcktvelop,_tmdricking o__o'rca_x_

ted'u'_low to create, identify,arc:hive,andaccessreusableparts

Awure U.mt_mflwwecan be evolvedtonm on imix'ovad,ul_rac_d, nncl/(xmorecost'effeclM__

Provide technology to assure safety and reliability of software In minion crlUcel eppllceUons

Ifom_ approachesto softwaredevelopment& malntm

B_d tools, melhodek)oies, andstandardsforconstnx_g Im_Narearchitectureslot fault_ Ind recmmY

CS8-1



Program Goals i
"--"DSCS

DATA SYSTEMS &
COMPUTER SCIENCE

• Improve NASA's ability to menage development, operation, end maintenance of complex software

- - iy_Ftem,

E

'Sill

I

,,=. Focus: Improve the process maturtly of NASA eoftw,,re development efforts

• Decrease NASA's cost end risk In engineering complex software systems

lib

i

W
II

• Provide technology to assure safety and reliability of software In mission critical applications

I

m

i

2

11

--"-'DSCS

Rationale ......
DATA SYSTEMS &

COMPUTER SCIENCE m

NASA'e need for software

im

!•

m

141

NI

m

m m

Softwaredevelopmentrepresentsbetween10and20% of NASA'J
budget_rec_y

Software development influer_u or is criti_¢ to the success of 80% of
NASA's programs and projects

NASA'ssoftwareinvestmentisgrow_

• UNqS
C:08_ • "

(_:to

• ERBS

MAGSAT
• • OE GSFCAfftludeGround

• SF-ASAT Syswms in
• SEES Thousands of

Lk_ofCode

m

New emphasis on long-term observation missk)m like EOS
requ_eecono_;_, operable.
easy-to-n_ software

Studiesindicatedemandgrow_ Is_11increasingfaslerman
supc4ygrowth (Soflwaro Engineering Institute. Na'oonal
Research Councl. Aerospace Industries Assodatk_)

Software represents a development risk for NASA programs end proJ_

E.g..DSNand Shuttlehavehad significantcostgro'_lhanddelayedo¢"descoped" deaneriesdue to I_ltwaro _

Need for mechanisms for software engineering and management technology Information

exchange, transition, and Insertion

u

II

Ill t

m

I1

¸gill

i

11

ji

111

os8-2 11



Rationale

---- DSCS

NASA's need for software

=r Software is now approx 20% of NASA bu(Iget

I, Software affects 80% of NASA'$ programs

i

DATA SYSTEMS &
COMPUTER SCIENCE ml

le

.r.-

i

lib

NB

tO

lm

1•

le

IB

gl lib

• UARS
CODE • •

OR•

• ERBS

MAOSAT
• DE GSF'CABt_e _

• SEASAT Symms h
Thousands_L/ne of

• ISIEEO C4x_

lib um

• Software represents • development dek
for NASA programs and projects

• Need to •mellorMe cost and dsk

w

P

= •

w

• Need for mechanisms for soflwlre engineering snd mon•gement technology Information
exchange, trlnslUon, and Insertion

Technology Challenges

m DSCS ....

NASA's "Tall Poles" In software

Software le oxtremoly complex, frequently real-time

Sylltome are Mtordel_mdont and dletrlbuted

Syltem kmgevtty le grlNIt

Probeo to planets for Iong-torm oxploratkm

Earth eatofllteewllh ciac_le ndulone

Reliability hi eopecialty Important duo to man-rating, coot rink, lind/go
_lolblllty

Soltwam must be falkeafe In many cam

Software technology levels

Today Nled

SEI Lmml 4 to SMost Centers SEI Level 1 to 2

DATA SYSTEMS &
COMPUTER SCIENCE i

JPL experience: i
MovingfromSEI lev_ 1to 2 on

a partcuiarprojec_k_ to
SO%moreI_OCkX_

cMgenge

n

U_ado mnagemer_ n

_r_cng ma
Some Boftwam m SEI Lmmg4 to S SEI I.m_ 5 st 20 ines of cock In•tease prod_ wtltx_

e.g. Shuffle fSght: 1.8 Lines of Code/Day per day I)er person de•re•sing Wocess maturity level

Facing high software cost growth factor

I.e. Sht,'fl_: Factor of 20

Cont.J _._h andcost

0 •mr growlh

CS8-3



Technology Challenges

------ DSCS ....

NASA's "Tall Poles" In software

DATA SYSTEMS &
COMPUTER SCIENCE _"

Softwm Is extremely complex, frequently m-I-time

Systems m J_ordeperKlend end dk_'lbuted

System longevity Is 0reet

Reflabillty Is Npeclalty Important due to man-rating, ¢oet rlek, and/or
v_n)mty

JPL experlence: i
Movlng from SEI level I to2on

a particular project led to
50% more produc_ty

I I

Software technology levels

Today

Most Centem SEI Level I to2

Need

SEI t.ev_ 4 to S

Challenge

UpTode _ and

increas_ coet
Some tmftwate m SEI Level 4 to 5 SEI IJvel 5 a 20 km of cock Increme ixoduc_ wlb",out

e.g. Shuttle fight: 1.8 Lines of _ per day per peczor_ dec:'easino process msturty Im_l

Fac_g h_ghsoftware cost growlh factor

i.e. Shutlle: Factor of 20 ocost_h

m

g

mm

II

I

U

I

w

U

m DSCS

Program Description

Elements of Program (1)

DATA SYSTEMS &
COMPUTER SCIENCE m

Estabr_ 8 permammt software technology usessrner_ and transition offce in conomt with Code Q and managed through
• co_¢lination coun_l hav_ representat;-ves from Codes R. S, O, M. etc.

Focus the program to develop technok)gy, methods, and tools to measure the _ of id pmls of tK)flware
deve_opme_ r_frastrUdure: =

tOOlS, managerr,mt, quay usurar_, etc.

Improve S_,f_.,I, re Process Technology and Englneedn 9 _ " -

DetermJr,._.'_'ica_ythe _mpactofIxoOuct8nd Ixocess_C_ndar_.paradigms,and/ortoolsmd reoom_nd _Ixolxla_

documentdevelopma_t_

ICkmt_ Itnd develop tools that aiclIn systm eclgk_erjng. These inckx_ toob for the toqa/8ystmn which allow fo¢the
mocleling of software •s part of 8 large rtslem and tools to ski tn requirements _. _ _, _

Spec_ develop tools, meihods, tech_iu, etc., which s44)port muse of softw_e

IS

q_

II

_e

i

ql

mf
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Program Description

i I _11

Elements of Program (1)

DATA SYSTEMS &
COMPUTER SCIENCE

m

Assess and Support NASA Software Engineering Infrastructure

• Permanent software technology assessment and transitionoffice

• Measure effectiveness of software infrastructure

• Support acquisition and development

Improve Software Process Technology and Engineering

• Instrumentthe development process

• Empiricalixocess impact determination

• Decrease the cost and risk invotved in "overhead" functions

• Identifyanddeveloptoolsthataidinsystemseng_mring,

r J

W

"--"'DSCS

Program Description

I

Elements of Program (2)

DATA SYSTEMS &
COMPUTER SCIENCE mm

Support the "Renewal" of Software Systems:

Faciitate adapting to changes intechnology, standards, med'_, techrdques, etc.

Develop or adapt technology which allows evolutionary rnov_ of software emong o0tt¢_ manufacluref3.

Develop or adapt technology wtdch allows for in-situ software upgrading without interruption of cntP_l systems.

Develop or adapt technology whch aids in cor_guration management in distributed systems as those syslems are being
upgraded end tested.

Develop or adapt mechanisms to c_ software on new platforms arid

Software Process Management

Develop or adopt technologies, tools, methods, etc. which provide touchstones to tnCicetethe status of panioJkv softw_
efforts, which provide indicators to suggest correclNe action, and which allow easy correlation between requ_emants
and resulting costs and risks.

CS8-5
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Program Description

Elementsof Program (2)

DATA SYSTEMS&
COMPUTER SCIENCE-'--

IBm

g

Support the "Renewal"of Software Systems:

• Adapttochange

• FaciRate evolutionary movement of software

• Enable In.situ software upgrad'mg w#hout interruption of critical systems.

• FaoT_ate cord_g_ationmanagementind_'Uibuledsystems

• _ K_t_n onnewplatformsmd devices

mm

IB

II

Software Process Management

• Providemanagementtouchstones

R

m

.i

mm

m

SChedule

"---"DSCS "
DATA SY3"_MS&

COMPUTERSCIENCE m

• lgg3

1994

Stall software metrics program in NASA dom_ns: manned flight, unmanned:flight, and lar .ge_ground

data systems

:±

Beginadvancedtoo4developmentforreuse,reliabaityassessment,riskmanagement,so.are
developmentprocesscontrolandrenewal

• 1995

Complete quality assessments (productivity. rer_blty, maintainability In _

II

II

II

J

mm

II

1996

1997

Begin tO in,sell advanced tools and procedures in domains being supported on non-lnterforing basis

Assess impact of advanced technology using merits program

B

m

tl

CS8-6 i
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• 1993

• 1994

Schedule

Startsoftwaremetricsprogram

Beg_nadvancedtod devek_pment

DATA SYSTEMS &
COMPUTER SCIENCE ""

• 1995 C_e _ 8ssessmems

Be_nto_senadvancad_olsutdprocedures

• 1997 l_m _pa_ of adva_cedt_t_k_W

---_DSCS

Relationship to

Other Programs (1)
DATA SYSTEMS&

COMPUTER SCIENCE"-"

Existing and candidate external programs for partnerships with NASA to develop new technologies,
methods, and tools, and to trangltlon these new technologies into practice

Within NASA

Code Q's Software Management and Assurance (SMAP) Program

NASA organizations developing software applications to develop technology and assess its impact

Langley's Aeronautics Program to develop formal methods and highly robust software

Other Government Organizations

DoD's Software Technology for Adaptable Reliable Systems (STARS) Program to develop more

powerful, reliable and adaptable mission - critical software

Unlvemltlee

Universities to collaborate with NASA to develop new technologies and test them in NASA

software development environment

e.g., Goddard's Software Engineering Laboratory (SEt.) collaboration with the

University of Maryland

CS8-7
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Relationship to
Other Programs (1)

DATA SYSTEMS &
COMPUTER SCIENCE i

Existingand csndldlte exlemal programs for partnemhlpswith NASAto develop new technologies,
methods, and tools, and to transition these new technologln Into practice

Within NASA

• CodeO's SoftwareManagementand Assurance(SMAP)Program

• NASAsoftwaredevelopmentorganizations

• Langley'sAeronauticsProgram

Other GovernmentOrganizltlont

• DoD'sSoftwareEngineeringInstitute
• DolYsSTARS program

Unlvemltles

Collaborationsto forR&D

i

II

i

i

il

_m,I

i

Relationship to
Other Programs (2)

"---DSCS
DATA S_MS &

COMPUTER SCIENCE m

Commerclei ConsOrtium,

- Software Productivity Consortium (SPC) of aerospace mem_companies to develop

technology, methods, and supporting tools and se_,ices that improve quality

and productivity in the development of software systems to meet end user's needs

- Micmelectronics and Computer Technology Corporation (MCC). a consortium of
competitive companies cooperating on large scale pre-compatitive research, to

ie_e,age R&D workandtransitionnew technologyintopractice

- R_searchTriangleInstitutehas hada long-termrelationshipwith NASA langley
_.= __

DoD'= Software Engineering Institute (SEI), the technology transition arm of STARS, to velldate
emerging technologies and bring them Into practice

- AlternateLearningTechnologyBetatest site

- SEI proos_ matu_ _ments

- Auditformalinspectionpr0cessfor]_'EI_ls 4-5

CS8-8
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--"-DSCS

Relationship to

Other Programs (2)
DATA SYSTEMS &

COMPUTER SCIENCE m

= =

Commercial Consortlums

• Software Product;-,,_ _iurn (SPC)

• Microelectronics and Computer Technology Corporation (MCC)

• Research Tdangle Institute

OoD's Software Engineering Institute (SEI)

"-'-DSCS

ISSUES
DATA SYSTEMS&

COMPUTERSCIENCE m

NASA Should collaborate with external progrsms, not walt to buy the technology from them:

NASA needs real-time, highly reliable and safe systems that must perform correctly the first time

_ndusfry must produce a profit through producing high volumes of a system

NASA must produce one-of-a-kind systems cost effectively

Focus Program is not possible st $1.1B funding level In RC Technology

>50% budget cut

forces base program to pick up developing technology to greater readiness levels at expense of further
research

eliminates or stretches out by years many proposed focussed tasks

Need for partnemhips for coordination and technology transition

reach out to industry impossible except informally with current base funding

10

CS8-9



ISSUES =

_DSCS
DATA SYSTEMS &

COMPUTER SCIENCE -'--

NASA should collaborate wRh extemal programs

Focus Program Is not possible at $1.1B funding level In RC Technology

Need for partnerships for coordln_on and technology tranaffion

W

i

31

al

I

!1

I

J

Summing Up

--,,I. DSCS
DATA SYSTEMS &

i COMPUTER SCIENCE m

_ls program Is Advanced Research and Techn_ogy to Improve developmen_ opsrMione, and
maintenance of comple_ reliable software.

A means to improve NASA's ably to deverop _x software systems using _ and enabling technology

A mechar,smtoprovidethetoolsandexpertiseto vatk_e processandparacr_mdecisiorm.

A researchagendato developbasicprecepts,methods,and toolsto imlxovethe softwaredevelopment,mainter_r¢o.

A mechar_r_ i¢ :rat+_fer new teOhnology, lectw_ues, etc., into ixactice through ffw "do_ng" organiza',_.

A meansto ensue that thecostof doingsoftware(acquiring,developing,maintakdng,managing)is nota driverin

M.ssionOp_.a_,nsandDataAna_.+_+_.t_: ...... -.... : .......... . : +

better software assurance and life cycle standards, and other codes to be more efficient and

effecthte in developing software.

It
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Summing Up
DATA SYSTEMS&

COMPUTERSCIENCE'--"

• r This program le Advanced Research and Technology to Improve development, operations, and
malnten0nce of complex, reliable software.

L_.

m. This program provides tools, methods, technology, and knowledge to allow Coda O to set
better software assurance and life cycle standards, and other codes to be more efficient

and effective In developing software.

L

=

11

"---"DSCS

Summing Up
DATA SYSTEMS &

COMPUTER SCIENCE m

=r This program Is Advanced Research and Technology to Improve development, operations, and
maintenance of complex, reliable software.

ur This program provides tools, methods, technology, and knowledge to allow Code Q to Ht
better software assurance end fife cycle standards, and other codes to be more efficient
and effective In developing software.

CS8-11
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DATA SYSTEMS &

"_" COMPUTER SCIENCE m
Extemal Review of the

Integrated Technology Plan for the Civil Space Program

III

m
il

MUL TI-MISSION OPERA TiONS TESTBED

Paul Messina
David Curkendall

I

BI

Jet PropulsionLaboratory IB

June26. 1991

Officeof Aeronautics,ExplorationandTechnology
NaUonalAeronauticsandSpaceAdministration
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PROGRAM GOALS

OPERATIONs ----

• Develop Technology To Enable Future Mission
OperaUons Centers Co Sup-port Multiple Mi_sslons, Each

With Orders of Magnitude Greater SciencefTelemetry
Bandwidths and Subsequent Data Processing Demands.

- Reduce By An Order Of Magrdtude the Time Required To

Develop and Generate Sequences For Complex
Spacecraft.

• Develop the Techniques and Systems Required To
Perform Detailed S/C Sequence SimulaUon in 10X Real
Time.

• Provide the Techniques Required For Quick Look

Scientific Data Analysis For Future Missions Such As
EOS SAR.

• Develop A Set Of Coherent Techniques For The
Detecdon [Through Quick Look Capabilities) and

ExploitaUon (Via Instant Sequencing) of Unforseen
Phenomena.

w

11

I

B

m
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- JUSTIFICATION

v

= .

OPERATIONS -_-

Future Missions Sequence Complexity and Downlink Data
Bandwldths Produce Demands On Mission Operations That
Cannot Be Met With Current Technology. Examples:

• EOS SAR Quick Response Time Line Requirements
Cannot Be Met.

• Mission Ops Has Declared That Expected Scientific
Mission Return From CRAF/CASSINI Is Unrealistic
Because Of Mission Ops Constraints.

Sequence Generation Complexity Grows As Factorial(Nl) of
the Number of S/C Instruments, N.

Modern Instruments Such as SAR and TESS Require Access
To Orders of Magnitude More Computational Processing
Power For Real Time Instrument Calibration And Quick Look
Analyses.

• For First Time, Require Real Time SuperComputer
Computations

L

=

r -

SOME JPL SENTIMENTS FROM THE FRONT LINES
' OPERATIONS ----'--

F. L. Jordan - Manager, Systems Division

The uplink is the real problem when operation of complex spacecraft is
involved. It's been ignored in R&D funding for at least I0 years. The right
cornbinaUon of computer technology and advanced applications systems
engineering can bring us into the modern world. But how do you do that with
dollars only to solve this year's problems?

N. R. Haynes - Deputy AID for Flight Projects

The Flight Projects are constantly put in the poslUon of developing the bare
essentials for Ops on a Project by Project basis. We desperately need some
Code R help that can take a long range. MulU-Mission v/ew.

M. J. Sander - Manager EOS SAR Project

There have been major improvements in accommodating increases in
downlink complexity but low cost operations have never had the R&D base
which would allow substantial real improvements. Lots of talk. no support.
Long lifetime mlsslons such as EOS SAR wlll require $6M real year dollars
per 40hr/wk operations.

continued ......
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MORE JPL SENTIMENTS FROM THE FRONT LINES

OPERATIONS -----

U

g

P. Z. Doms- Manager. Ground Data System, C_/CASSINI P

The expected scientific return from CRAF/CASSINI cannot be delivered
because of constraints in the Mission Ops Control.

T. D. Linick - Muager. Flight Project Support Office

Flight Ops is nearly as big a slice of the Flight Project budget pie as is the flight
system itself. Yet we have not made a significant R&D investment in th/s area
in 25 years. Such a_ investment now will not only pay performance d/v/dends,
it can sigr_flcantIy reduce overall operations costs.

I

R

=_

U

Z'--

m
B

PROGRAM DESCRIPTION
OPERATIONS

The z: "_Kram will create a test bed for exploring the use of new

technologies in mission control centers and for developin_ new

technologies as heeded._K_-_ppllcadons _e_tm'geted. especially

command sequence generation and validation, spacecraft simulation.

qulck-look capability, and science databases.

Payoff will be ability to design and deploy future mission operations

centers that enable misslons toproduce more scientific results with

fewer resources. _ .....

Dc!iverables include scalable paraliei-_g0rithms for command

sequence genei'afl-on dn_datlon, proto_ integrated software

em_tonment, design criteria and configuration guideline %r scalable

multa-mission operations _ers. prototype data mana_ _ient

system, network technology for congestion-resistant, fatu,-/olerant

computer networks.

W
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TECHNOLOGY CHALLENGES
OPERATIONS --

r

• Developing efficient parallel algorithms for command sequence
checking and spacecraft simulation.

• Developing uniform access to distributed databases to facilitate

transfer of analysis data between teams, subteams, and analysts.

Creating an integrated environment for multiple missions with

compatible or identical analysis tools, displays, data retrieval
methods, etc., and with scalability in processing and data rates.

Creating visually-oriented system for specifying science
requirements that lead to command sequences and further
automating the planning of multiple science activities.

Integrating multiple networks with different speed and protocols
(HIPPI at 800 Mbps, FDDI at 100/200 Mbps, custom at 400

Mbps) while ensuring robustness, scalability, security, and
reliability.

w STRATEGIC PLAN: Technology Development

TECHNOLOGY
AREA

Mission Ops

Technology.
Networks

Database

'Applications
Technology

Environment

STATE-OF-THE-ART

• Multiple Ethemet LAN's, 10mbits/sec

• Centralized Relational Databse

•Loosely Connected Disparate
Sub-Operations

•Quick Look Computations On Vax
Networks and Remote Mainframes

•Batch Processing Characterizes
Most Operations

• Unix TCP/IP, SQL Database

TARGETS

• 1 Gb/sec Multi-Channel Transfer Rate
• Global F. T. Network
• High Speed HAN Routing
• All Fiber Optic

•Distributed Object Oriented D. B.

•1 Terabyte Online Storage

• 1 Terabyte/Day Mass Storage

• Instant Sequencing

• Real Time Quick Look/Calibration

• Adaptive Sequencing Responsive To
Quick Look Phenomenon Discoveries

• Seamless Applications Integration

• Merger of Network Computing and
Parallel Processing

-- CS8-15



RELATIONSHIP TO EXTERNAL PROGRAMS

OPERATIONS ----

J

m

U

* Builds on parallel computing work done at JPL and many other
institutions, such as discrete-event simulation.

* Builds on technology developed for military command centers.

Makes selective use of products of HPCCP for compute-intensive
tasks

Has unique characteristics due to duration of missions, timing
requirements.

Builds on on-golng program at GSFC in object oriented data
bases.

i

W

l

m

m
g

m

m

m
lEE

TECHNOLOGY DEVELOPMENT APPROACH

T_ OPERATIONS

• Team computer technologists, mission planners, and science
community for requirements definition.

• Determine system architecture and advanced computer =
technologies for Test Bed System. Modest workstation and network
component procurements.

• Enhance ,:PI'[ s parallel programming software and merge with

indusL'7 s¢_r.piied network computing interface. Use GSFC's Object
Oriented Database as point of departure for distributed, fault
tolerant, multi-media database.

=

• Develop parallel high perfonnanceversions of sequence generation
and verification, science intstrument data quick-look and other

app!ications. _ .....

• Demonstrate capabflitlesin real time on C/C and extended Topex
Missions.

• Transfer first version to oTperations for support of CRAF and EOS
SAR.
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KEY ACTNmE$

PROGRAM OFFICE

Research &
Technology

,Components

• Networking

• Dstabue

• Developmew
Environmen!

• Applieattons
Technology

DEVELOPMENT ROADMAP
OPERATIONS ----

1991 2005

MO GLL

D []

Top
L J [

Test BedDevelopment I ]

EOŜ C[_
[=3

EOS5AR

Test Bed Development fl ]

C/CTop Demo

J.fr Ph_ I
To O_

Xfr Phse I
To OMJ

w

KEY ISSUES

OPERATIONS ------

• This Initiative Is Currently Not Funded.

• Integration and Utilization of advanced technologies is very
slow unless someone takes risks.

L.-
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SSTAC Review of the

Integrated Technology Plan for the Civil Space Program

DATA SYSTEMS & m
COMPUTER SCIENCE

DATA SYSTEMS & COMPUTER SCIENCE

NEURAL NETWORKS BASE R&T
PROGRAM OVERVIEW

Sandeep Gulati
Center for Space Microelectronics Technology

Jet Propulsion Laboratory

June 26, 1991

NEURAL NETWORKS BASE R&T
m _ DATA SYSTEMS & ,,,
m - i i i ill m

COMPUTER SCIENCE
TECHNICAL OBJECTIVES

Develop and demonstrate adaptive, neural information
processing concepts (leveraging external funding)

• massively parallel (1024 neurons ; 10Ssynapses per chip), synchronous

fast reconfigurable (< 1ms electronic, < lp.s optical loading), 1013ops/s,
neuroprocessors to

- achieve at least lOOXspeedup over SOA supercomputem for ground-based,
simulation of complex phenomena modeled by IDEs (e.g., planetary geophysics)

- achieve IOOX- lO00X speedup duringonboard, large-scale science data reduction

• concurrently psynchronous, reprogrammable, nonvolatile, analog neural
processors with high speed, high BW electronic/optical I/O interfaces to

enable Inflight resource allocation and diagnostic analysis

enhance guidance / landing precision and stability, using thruster I velocity control for
hypersonic aircraft / spacecraft
• integrated neural controllers / flight simulators

CS9-1



NEURAL NETWORKS BASE R&T

f

TECHNICAL OBJECTIVES
DATA SYSTEMS & m

COMPUTER SCIENCE

m
W

lID

Develop and demonstrate adaptive, neural information
processing concepts

• synchronous, fast reconflgurable neuroprocessors to

- achieve at least IOOX speedup for ground-based, slmulstlon of complex science phenomena,

e.g., planetary geophysice

achieve IOOX - IO00X speedup during onboard, large-scale science data reduction

BE

m

IB

I

u

l

IB

• concurrently psynchronous, reprogrammable, analog neural processors

- enable Inflight resource allocation & diagnostic analysis

- enhance guidance I landing precision and stability for hypersonic aircraft I spacecraft

IB

IB

m

NEURAL NETWORKS BASE R&T
i i ii , ] I . ,, DATA SYSTEMS & mm

.... COMPUTER SCIENCE

JUSTIFICATION

• Potential for significant on-board processing improvements

100X to 10000X speedup over SOA supercomputers / special purpose

processo_
- sig,"=' : :-?ceasing, geophysical/aerodynamic modeling, resource allocation etc.

- adaptive (e.g., on-line trainable processors) with long life-times

- ultra-fast reconfigurability (<1ms electronic, < lps with optical loading)

. inherently fault-)_oler_nt
l= power, weight and size stringent

• Potential for improved control precision in complex,
nonlinear regimes

- facilitate qualifiability for spaceflight control systems operating outside

boundary conditions certified using conventional control formalisms
- control at flight speeds surpassing human response times

i
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NEURAL NETWORKS BASE R&T
_ DATA SYSTEMS & m

COMPUTER SCIENCE

JUSTIFICATION

• Potential for significant on-board processing improvements

- lOOX to IO000X computational speedup

- ultra-fast reconflgurability
- inherently fault-tolerant

- power, weight and size stringent

• Potential for Improved control precision in complex,
nonlinear regimes

- facilitate qualifiability

- surpass human response times at flight speeds

1-.

NEURAL NETWORKS BASE R&T
,., _ DATA SYSTEMS & m
-- COMPUTER SCIENCE --

TECHNOLOGY CHALLENGES

,,...-

....--

• Ultracompact packaging of high-density nonvolatile, analog devices
(e.g., thin film switches, ferroelectric devices)

long term time and temperature stability (processors based on
electrochemical composite devices)
addressabiiity and I/O at ultra-high bandwidths

• High precision computing using low precision (typically 8-14 bits) components
hyperacuity I computing using neural oscillators

• "Noise" in massively parallel neural systems
"emergent" computation chaos due to concurrent asynchronicity

Inherent device noise (e.g., crosstalk, opamp offset, switched capacitors)

• High-bandwidth interfacing with convential digital systems and sensor arrays

Reliability under spaceflight conditions
. formal C'algodthmic") verification of system performance
. "cell damage" in non-attractor type computations

Capture of human non-linear control behaviors in noisy environments
- ill-defined boundary conditions

CS9-3
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NEURAL NETWORKS BASE R&T
DATA SYSTEMS &

COMPUTER SCIENCE --

TECHNOLOGY CHALLENGES

J

m

' Ultracompact packaging

High precision computing using low precision components

"Noise" in massively parallel neural systems

High-bandwidth interfacing with convential digital systems

Reliability under spaceflight conditions

Capture of human non-linear control behaviors
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NEURAL NETWORKS BASE R&T
I DATA SYSTEMS & m

] i i i i i_1 m
COMPUTER SCIENCE

NEtworKs....]NEURAL [_&_0N_ P&_

!
Architecture

Concepts

n Spectral
Networks

n Probabilistic
Networks

-- Computing with
Neural Oscillators

Fuzzy Logic

-- Tensor Networks

!
Device /

Implementation
Technologies

Digital / Analog

___ Subthreshold VLSI

Thin Film devices
Electrochemical
Monolithic Devices

B Z-Plane Stacking

UV-programmale

Neuroprocessors

Optically Driven
Ferroelectric NN

Linear/Nonlinear
CCD/CID NN

rl inl

I

Application
Demonstrations

Neural Systems for
Electromechanical

System & Flight Control

Neuroprocessor for
Science Data Reduction

Fault-Analyzer and
-'-- Resourcg =A_lg_tion

Neural Systems ...........

.- Neuroprocessors for

Geophysical Modeling
& Data Visualization

CS9-4
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NEURAL NETWORKS BASE R&T
_ DATA SYSTEMS & m

COMPUTER SCIENCE m

NEURAL NETWORKS

Architecture
Concepts

Device /
Implementation

Technologies Application !Demonstrations

w

NEURAL NETWORKS BASE R&T
_ DATA SYSTEMS & -.

' COMPUTER SCIENCE --

STATE-OF-THE-ART ASSESSMENT

ARCHITECTURE CONCEPTS [_(_[_} [P_(_[_

• extensive research in small size feedforward networks

• limited use of nonlinear dynamics for information processing
- supervised& unsupervisedspatio-temporallearning
- non-lipschitziandynamicsforfastconvergenceandunconditionalstability

• rudimentary attempts at integrating NN &-FuzzyLoqic, NN & Genetic Algorithm
• increasing body of work (US&European) on coupled self organizing networks

for control and sensor fusion

DEVIC[ES / IMPLEMENTATION TECHNOLOGIES

• programmable, nonvolatile, high-density binary switches using amorphous
semiconductors

• electrochemical solid-state analog memories using composite oxides

• fully parallel, high speed, asynchronous digital and analog custom VLSI
(capacitor refresh) synaptic (1024 synapses) and neuron (32 neuron)

arrays with 1-13 bits precision

• fully parallel, teraops synchronous, 256 neuron, 65536 synapse CCD/CID
chips at 10-12 bits precision with electronic loading

-- CS9-5



NEURAL NETWORKS BASE R&T
_ DATA SYSTEMS &

COMPUTER SCIENCE

STATE-OF-THE-ART ASSESSMENT

ARCHITECTURE CONCEPTS

• mostly, small size feedforward networks

• limited use of nonlinear dynamics

DEVICES/ IMPLEMENTATION TECHNOLOGIE_

• programmable, high-density binary switches using amorphous semiconductors
• electrochemical solid-state analog memories

• asynchronous digital and analog customVESlsy, naptic (1024 syn) arrays
• synchronous, 256 neuron, CCD/ClD neuroprocessors

APPLICATION DEMONSTRATIONS

• proof-of-concept NN application simulations

• library of cascadable custom VLSI neural chips
• Application Specific Neuroprocessors (ASICs)

i
m

U

III

i

IB

m

It

i

m

m

IB

m

m

i

== i

NEURAL NETWORKS BASE R&T
m _ ;.:_ . II II , _ I DATA SYSTEMS & •
-- COMPUTER SCIENCE -

THE ART ASSESSMENT (c td )_:i; ..:E-OF- - on .

__DF.MONSTRATIONS

• Proof-of-concept NN application simulations
- On-board star identification and attitude determination

- HeaJth monitoring / diagnosis andfailure prediction f0r SS APU

- Tether Satellite System (TSS) control

• Library of cascadable custom VLSI blockchips f-or flexible and modular
i_r,,ementations of variety of neural network architectures

- LardSat imagary interpretation (cartographic analysis)
r,.:3ot arm control

Application Specific Neuroprocessors (ASICs)

- Terrain trafficability determination

- 32 channel target-to-weapons pairing
- Path Planning for ta_cti__ca_I m°vement analysis ,

- Multispectral classification
- Combustion plume spectral analysis

CS9-6
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NEURAL NETWORKS BASE R&T
m _ DATA SYSTEMS & m

"--'--- ---'-'--" COMPUTER SCIENCE --
CURRENT PROGRAM

Identify and develop technologies that could provide revolutionary

capabilites for autonomous, adaptive performance

• Erasable PROM Based on Neural Networks

Develop reversible, nonvolatile, high-density, synaptic array that will
lead to an associative, fault-tolerant, erasable programmable ROM and
explore the potential of such electronic neural networks to NASA's

interests. Demo neuroprocessors for:
(a) dynamic assignment of resources
(b) supervised learning in analog hardware

Theory and applications of massively parallel architecture - Sparse

Distributed Memory (SDM)

- Complete evaluation of Sparse Distributed Memory for

automatic recognition of EOS data

w NEURAL NETWORKS BASE R&T
DATA SYSTEMS &

I aa
' COMPUTER SCIENCE --

CURRENT PROGRAM

JPL
• High density, non-volatile, EEPROM based on neural networks

Demo neuroprocessors for:

(a) dynamic assignment of resources
(b) supervised learning in analog hardware

AMES
• Theory and applications of massively parallel architecture - Sparse

Distributed Memory (SDM)

Evaluation of Sparse Distributed Memory for

automatic recognition of EOS data

F
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NEURAL NETWORKS BASE R&T
PROGRAM DESCRIPTION

..ll . DATA SYSTEMS &

3. APPLICATION DEMONSTRATIONS COMPUTERSCIENCE

Neural System for Electromechanical System and Fliaht Control

• demonstrate improved control precision during
neural control of hypersonic aircraft / spacecraft
- augment pilot / astronaut skills
- enhance safety

processing speed
flight testing

AERO instrumentati°nsPACE
NASP

HYPERVELOCITY
CONTROL

• Propulsion-Only
Control

• Shock Wave
Placement Control

CONTROL

• Distributed Sensor

Arrays for Hyper-
stability Regulation

MAI_I_SGBlffiE

• Internalize pilot
specific skills and
flight preferences

NEURAL NETWORKS BASE R&T
PROGRAM DESCRIPTION

m _(_ _ .... ............... .I , DATA SYSTEMS & i
..... COMPUTER SCIENCE -

"L APPLICATION DEMONSTRATIONS

Neural System for Electromechanical Systen_and Flight Control

• demonstrate improved control precision during

neural control of hypersonic aircraft / spacecraft A HYPERVELOCITY
. augment pdot / astronaut skills j/ CONTROL
- enhance safety /processing speed

flight testing
instrumentation

AERO NASP _ SPACE ¢_._ HYPERSTABILITYcoNTROL

_ MAN-MACHINE
INTERFACES
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NEURAL NETWORKS BASE R&T
PROGRAM DESCRIPTION

I = DATA SYSTEMS & m
-- COMPUTER SCIENCE m

APPLICATION DEMONSTRATIONS

B. CCD/CID Neuroprocessor for Science Data Reduction

APPROACH

w

• Image Compression Phase
extract from image data fundamental invariants (e.g., Lyapunov spectrum,

etc.), of hypothesized hiddent dynamics
determine dimension of embedding space

• Image Reconstruction Phase
formulate parameterized map, which when evaluated along an orbit in the
embedding space, recovers the original image given as an appropriate
initial condition

w
Global Optimization
- minimize image distortion and loss of information content, by minimizing a

cost function that contains the information on the fundamental invariants

of the dynamics

m

=

e

NEURAL NETWORKS BASE R&T
PROGRAM DESCRIPTION

DATA SYSTEMS & m
COMPUTER SCIENCE n

APPLICATION DEMONSTRATIONS

B. C:(_DICID Neuroprocessor for Science Data Reduction

Demonstrate 100X- 1000X speedup for onboard data reduction over
VLSI AlP brassboard implementing SOA (e.g., Rice's DCT source /

channel coding) compression algorithm on CCD/ClD neural processor

Develop and demonstrate dynamical systems approach for "lossy"

(< 10=/oRMS) encoding spectral images with > 1000:1 compression ratio

APPROACH

construct time series from each image frame

assume that (possibly chaotic) time series is generated by an unknown

dynamical system

• Image compression phase (find invariants of dynamical system)
• Image reconstruction phase (parameterized interative mappings)
• Global optimization ( minimize image distortion and loss of info. content)

CS9-9
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NEURAL NETWORKS BASE R&T
PROGRAM DESCRIPTION OATASYSTEMS&

I

COMPUTER SCIENCE

APPLICATION DEMONSTRATIONS

C. NEURAL SYSTEMSFOR GEOPHYSICAL MODELING & DATA ANALYSIS

OB.JEC,TIVE
• model physical phenomena described by PDEs ........

• multidimensional ground-based, processing of space-derived data

(e.g., HIRIS, HMMR, SAR) in view of multidisciplinary science analysis
automated cataloging and characterization

novelty match filters for recognition of special events

APPROACH _

• breakthrough concept of "spectral" network combines
- novel, spatially organized neural architecture

- spectral formalisms for numerical solution of PDEs

ISSUES
• greater precision using low-precision (<16bit) comp-uting elements

• large scale synchronous, neural chips with upto 1024 neurons/chip
• additional devices/circuits to enable easy implementation of

various nonlinearities appearing in PDEs of interest

=,

NEURAL NETWORKS BASE R&T
PROGRAM DESCRIPTION

DATA SYSTEMS & m
COMPUTER SCIENCE

APPLICATION DEMONSTRATIONS

C. NEURAL SYSTEMS FOR GEOPHYSICAL MODELING & DATA_ANALYSIS

OBJECTIVE .......................................

• mode[_mpi-exphysical phenomena (e.g., weather) described by PDEs
• multidimensional processing of space-derived data

APPROACH

• breakthrough concept of "spectral" network combines

- novel, spatially organized neural architecture
- spectral formalisms for numerical solution of PDEs
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ISSUES

• prec!slon__,,__:, ....
• large, scale_Synchron6us, neuropr_essors
• additional devlces/circuits for implementation of various nonlinearities
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NEURAL NETWORKS BASE R&T
PROGRAM DESCRIPTION OATASYSTEMS

' COMPUTER SCIENCE
3. APPLICATION DEMONSTRATIONS

FAULT-ANALYZER AND RESOURCE ALLOCATION PROCESSOR

• demonstrate hybrid neural network / fuzzy logic processing
architectures for monitoring non-linear complex plants

• demonstrate 64/128 channel analog CMOS VLSI processor for

on-the-fly resource allocation

MODEL I _ J

STATE I

ACTION

iI ANOMALY

I

ME_S_Y,S_TEM

MONITORING

- Tethered System
Control

- SSME APU

Monitoring
- PSS Control
- Rover Hazard

Avoidance

DYNAMIC

_,.LO_G_ATJO.U
- Ground-based
- On-board

1

w

1

NEURAL NETWORKS BASE R&T
PROGRAM DESCRIPTION

I, DATA SYSTEMS &
" i i ir i "

COMPUTER SCIENCE
APPLICATION DEMONSTRATIONS

D. FAULT-ANALYZER AND RESOURCE ALLOCATION PROCESSOR

• hybrid NN / fuzzy logic architectures for monitoring complex plants
• 64/128 channel analog neuroprocessor for on-the-fly resource allocation

MODEL ACTION HEALTH
MONRORING

STATE ANOMALY

• TSS Control
• SSME APU

Monitoring
• PSS Control

g..YBSMIg
BE,S_QU8¢_E

AI, LOCATION

I
I
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NEURAL NETWORKS BASE R&T
_ DATA SYSTEMS & =.

MILESTONES COMpUtE,SCIENCE-"

FY '94 Baseline CCD/CID sp'_ctral neuroprocessor brassboard
- hyperspectral transforn on spectral space data (e.g. SAR, HIRIS) at 10 GIPS
- solving nonlinear PDEs ,.. neurochlp precision (10-12 bits)

FY '95

FY '96

Baseline neuroprocessor for 100X-1000X faster
- onboard, science data reduction

• neural modeling of planetary geophysics / aerodynamic phenomena

Neural system for guidance and landing using thruster /
ve|ocity control for _

hypersonicaircraft,e.g., NASP

planetary landers, e.g., Mars Lander

FY '97 Hybrid NN / fuzzy logic systems for Tethered Satellite
System (TSS) control

Reconfigurable, neuroprocessor for on-board, resource allocation

& EM system health monitoring (e.g., SSME APU, PSS )
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NEURAL NETWORKS BASE R&T
_ _ II . I _. DATA SYSTEMS & m

.... ,7 COMPUTER SCIENCE --

RELATIONSHIP TO EXTERNAL PROGRAMS

NASA OSF

NASA OSSA

DOD

DOE

NSF, NIH, NIMH

Health Maintenance / diagnostic and failure prediction

for SSME; Hybrid NN ! fuzzy logic models; RMS control

Tools for multidisciplinary science analysis; spectral

classification of space-derived data at high rates;
Global geochemica| modeling

Demonstrate performance potential of NN against
benchmarked applications, e.g, ATR, continuous

speech recognition, sonar signal discrimination,

resource allocation, tactical movement analysis

Theory; applications, e.g., robotics, adaptive process

control, stereogrammetry

Wet neurosclence (elucidation of brain ! biological

functions); engineering models of bio-functions; theory;

algorithms and device technology; prosthetic devices

CS9-12
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NEURAL NETWORKS BASE R&T

_ ,, DATASYSTEMS& l
COMPUTERSCIENCE --

RELATIONSHIP TO EXTERNAL PROGRAMS

NASA OSF System health monitoring and failure prediction

NASA OSSA Multidisciplinary science analysis tools; spectral
classification

DOD ASICs, applications e.g, ATR, signal processing,
resource allocation, tactical movement analysis

DOE

NSF, NIH, NIMH

Theory; applications, e.g., robotics, adaptive process

control, stereogrammetry

Neurosclence; bioengineering; theory; algorithms and

device technology; prosthetic devices

B DSCS
DATA SYSTEMS &

COMPUTER SCIENCE m

BACKUP
CHARTS

ilnWm I'_ m
liege I
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NEURAL NETWORKS BASE R&T

DATA SYSTEMS &
m

COMPUTER SCIENCE

NEURAL NETWORKS : Information processing systems that autonomously
develop operational capabilities in adaptive response to a dynamically
changing environment

• alternative to "programmed" computing, i.e., a "pattern" computer
• emergent "collective" computation

• based on mathematical phenomenology of nonlinear dynamical systems

UNIQUENESS

• massively parallel, distributed and typically asynchronous

• exploit device physics for computation

• inherently fault-tolerant, adaptive
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NEURAL _ _NETWORKS BASE R&T
m _ DATA SYSTEMS & ,.

" COMPUTER SCIENCE --

CUR_F '-'T PROGRAM ACCOMPLISHMENTS

m

ul

ARCHITECTURE C__.,"J.__r:._.

• Large scale SDM demonstrations

DEVICE/IMPLEMENTATION I"ECHNOi OGLES _ _

• Programmable, high density binary switches using amorphous semiconductors

• Library of cascadable custom analog VLSI building block chips

APPLICATION DEMONSTRATIONS

• Neural star tracker

• Robot arm control

• Dynamic resource allocation
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NEURAL NETWORKS BASE R&T
I I DATA SYSTEMS & m

COMPUTER SCIENCE --

CURRENT PROGRAM ACCOMPLISHMENTS

ARCHITECTURE CONCEPTS

• Large scale SDM demonstrations

- 2-D shape recognition
weather prediction simulation on the Connection Machine

discrete speech recognition

DEVICE / IMPLEMENTATION TECHNOLOGIES
• Programmable, high density (> 107 synapse/cm 2) binary switches using

amorphous semiconductors

• Library of cascadable custom analog VLSI building block chips
32 neuron, 1024 synapse, 1-13 bit precision, capacitor refresh chip

64 neuron (variable gain) chip
32 channel, programmable, dynamic assignment chip

APPLICATION DEMONSTRATIONS

• Neural star tracker for attitude determination and precision recovery
• Robot arm control

• Dynamic resource allocation

NEURAL NETWORKS BASE R&T

NEURAL SYSTEM FOR ELECTROMECHANICAL
SYSTEM AND FLIGHT CONTROL

PROPULSION ONLY FLIGHT CONTROLLERS

DATA SYSTEMS &
COMPUTER SCIENCE

m
m

Hybrid controllers that augment propulsion only backup control system during
landing or maneuver in the event of system failure, to emulate a conventional menu
of flight controls (flair, dutch roll, turbulence, etc.) using standard linear and neural
control methods

SHOCK WAVE PLACEMENT CONTROL FOR HYPERSONIC VEHICLES

Speed, altitude and attitude determine shock wave position. Improper position can
lead to stagnant heat dissipation areas which can burn through vehicle structure and
impact air flow to the engine

Develop controllers using slow time-scale simulations ( X-15 / shuttle data) for

predicting shock wave placement. Neural Networks behavior would be evaluated
against pilot behavior recorded during shock wave guidance maneuvers

- NASP technology requirements

CS9-15



NEURAL NETWORKS BASE R&T
_ DATA SYSTEMS & m___

COMPUTER SCIENCE
NEURAL SYSTEM FOR ELECTROMECHANICAL

SYSTEM AND FLIGHT CONTROL I_(]_(_ [_(_[_

DISTRIBUTED SENSOR ARRAYS FOR HYPERSTAB!LITY REGULATION

Sensor fusion and interpretations required for aircraft stability during
• abnormal flight modalities (e.g., wind shear)
• highagility aircraftmaneuvers (e.g., ATF'J

Difficult for human pilotbecause of informationoverload and response speed requirements

Design controllers capable of using distributed information arrays to develop

representations of critical aerodynamic and atmospheric phenomena (e.g., wing
vortices or microburst) impacting flight control

HUMAN-MASTER / NEURAL NETWORK PUPIL FLIGHT CONTROL ARCH.

- Develop trainable controllers which under pilot supervision would

internalize pilot specific skills and flight preferences, thereby
augmenting pilot performance during

• unusual task tradeoffs

• short response times ....
• emergency situations

NEURALN-F. OR B SE R&T
PROGRAM DESCRIPTION

_ ......... DATA SYSTEMS &
COMPUTER SCIENCE

1. ADAPTIVE CONCEPTS

TECHNOLOGY ELEMENT ATTRIBUTE

SPECTRAL NETWORKS

INTERPOLATING POLYNOMIAL
NETWORKS
• HONN
• PNN

• INFOLDING _JETS
• TENSOR NE1WORKS

HYBRID FUZZY LOGIC I
NEURAL NETWORK MODELS

• spectral sol. of PDEs

- spectral transforms
)recision issues

)rob. density finder in
multidimensional

parameter space;

tuning n/w parameters
)roblem DOF

framework to embed

heuristics & exp.
knowledge with numeric

computing

I

SOA

I-D linear PDEs

I-D transforms
-naddressed

2-D density maps
assumed shape of
underlying prob.

fn. (e.g., normal)
manual

low (_ S)

simple, Iinearized

dynamical sys.

limited DOF

rlonadaptive

BII
i

TARGET

3-D nonlinear
PDEs

n-D transforms
to be addressed

n-D density map
arbitrary dist.

automatic

high (> 10)

complex non-
linear dynamical

systems
large DOF
adaptive

J
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NEURAL NETWORKS BASE R&T
PROGRAM DESCRIPTION OATASYSTEMS8

_ ., ill COMPUTER SCIENCE =w

2. DEVICE / IMPLEMENTATION TECHNOLOGIES (CONTD.)

tECHNOLOGY ELEMENT ATrRIBUTE SOA TARGET

Z-PLANE STACKING
TECHNOLOGY

CHARGE DOMAIN

COMPUTING DEVICES

(CCD/ClD)

UV.PROGRAMMABLE

compact 3-D Integration

Increase in n/w size and

capability ;

massively parallel

ultra-fast reconfigurable
high precision
addressability
ultra-low noise

synchronous

network dimensions

32 chip stack
1K sensor array

mem.-processor
preproceseing

256 Neuron

65K synapses
1ms
8-10 bits
electronic

1Ksynapsea

ADAPTIVE DEVICES

(ON-CHIP LEARNING)

precision
retentivity

9 bits
- months

256 chip stack
64K array
sensor-proc.
preprocesslng

10_4 Neuron
10- synapses
10ns
14-16 bits

elecJopticsl

64K synapses
12 bits

- yeare

NEURAL NETWORKS BASE R&T
PROGRAM DESCRIPTION oATASYSTEUSt

' COMPUTER SCIENCE m

2. DEVICE/IMPLEMENTATION TECHNOLOGIES _(_ [p_[_

w

u

TECHNOLOGY ELEMENT

ELECTROCHEMICAL SOLID-

STATE SWITCHING TECH.

ATTRIBUTE

fabrication status

precision
inherently noise Immune
Inherently rad-hard

SOA

single device
8 bits
SEU immune

l_-redlatlon

TARGET

1K syn. array
11 bits
SEU immune

1'-radiation

AMORPHOUS
SEMICONDUCTORS

FERROELECTRIC CMOS
VLSI TECH.

OPTOELECTRONIC
INTERCONNECTION TECH.

high speed optical correlators
thermoplastic holograms
tertian/filters

nonvolatile

ultra-high density
2-terminal configuration
rsd-hard

fabrication status

high speed
optically addressable
rad-hard

ultra-high speed
massive connectivity

Integration status

months

107/cm 2

binary

_radlation

single device
100ns
device level

DaD milspec

10_8 connectJsec

110_ interconnecL

optical bench

yeare

109/cm2

analog

a, _,-radlation

IK eyn. array
10ns

array level
mission specific

14
10 connect/sec
108 interconnect.

OEIC
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NEURAL NETWORKS BASE R&T

PROGRAM DESCRIPTION DATA SYSTEMS&

COMPUTER SCIENCE

2. DEVICE / IMPLEMENTATION TECHNOLOGIES

TECHNOLOGY ELEMENT
i

AI"rRIBUTE SOA

OPTICALLY ADDRESSABLE
FERROELECTRIC THIN FILM

DEVICES

,=

Z-PLANE STACKING
TECHNOLOGY

CHARGE DOMAIN
COMPUTING DEVICES

(CCD/CID)

UV-PROGRAMMABLE
ADAPTIVE DEVICES

(ON-CHIP LEARNING)

fabrication status

high speed
optically addressable
red-hard

compact 3-D IntegmUon

Increase In n/w size end

capablllty ;

massively parallel

ultra-fast reconflgureble

high precision
addmssebillty
ultm-iow noise

synchronous

network dimensions

precision
retentivity

isingle device
100ns
device level

DOD milspec

32 chip stack
1K sensor array

mem.-proceasor
preproceselng

256 Neuron

65K synapses
Ims
8-10 blts
electronic

1K synapses
g bits
- months

TARGET

1K syn. array
10ns

army level
mission specific

256 chip stack
64K array
sensor-proc.
preprocessing

10_4 Neuron
10- synapses
10ns
14-16 bits

elecJoptlcal

64K synapses
12 bits

- yearn

NEURAL NETWORKS BASE R&T
DATA SYSTEMS & m

COMPUTER SCIENCE --

+• Characterization Table

Products

Electronic /

Opto-Eiectronic
Implementation

Technologies

Novel
Computing

Technologies

prob, density finder
m muludimcJtsiomd Fot,lr_t. Hanley. Di-'ml

Cmtne mmsfomm
_rlmtctef q=¢=

hot parin_ler space Data Compreuim
i i i II I

.:.'o.'_ ,n,c_facmg I0

_Jtc g;_sor It_iyS;
; _.r ) _.,,aJ mcmasc full connectivity;

low noise;,, a/'- StZC i

_" _r ;:ty: v/nchmnc_s _mtbon

,.u_+ ntd-lurdened;

!._ _ .-, _.._q v,lckJIging
= _"ur II

high pnCision; m4BsJvely ixmd]el

_t cell design; re,lOpS pedomtara;
prolFammabilir/; ultrl-flsl pro&elm-

noevolafil¢; inability;.
low ao_¢:

Neural Processor CCD/CID
for Neuroprocessor

_.lectromechanica for Science Data
System and Reduction

Flight Control

comb_nalorild

uync__

hi|h prlciS_l;

pc_c_ mbl_¢

h,lhslx_¢
du_ct inmface i0

i¢ltlGr_;

nm _adc;

,--'d

pro_mab_lit_

Fault.Analyzer
and Resource

Allocation
Processor

qggmd _luuon of PDEs

(c.l-, _):

q=ti_d_f-oq_

corrdabo_):

brig d]mm_c rmg¢

optP._d Ioedi_;

noise immune;

ulUa-high de.mR_ ;

compKt t_glUtlging;

high cydlb_lity;
red-hardened

Ns_wJy I_u'_l

u=mo_ pcrrom.m= (CW):

noe._lable;

Neural Systems
for Geophysical

Modeling &
Data Visualization _

777
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Architecture

Concepts

Electronic /

Opto-Eiectronic
Implementation

Technologies

Novel

Computing

Technologies

NEURAL NETWORKS BASE R&T
DATA SYSTEMS & I

COMPUTER SCIENCE

Element Interaction Summary Table
_l_ I

FF_T_E_

Infoldmll Neural
N_wodu

Fuz_Lozk

Z-ldam ==ldq
_Mololy

U1/dxolpammebilkyfor

C_D_ID

_ cc_Iv

eural Processor I CCDICID
fur INeuroprocessor

ectremechanicall for Science Data
System and V Reduction

Flight Control v

HybridNN I

GlolbldOpdmiufioe
II

6411211dwtae!

vt.slct_

Ol_ad_ drivea
fcm_JearkNN

Fault-Analyzer
and Resource

Allocation
Processor

Spectral Neural
_tworb

Spmk_-Tempo_ Pumm

PmcesSinlgi i

I0_-I_ _ cl_:

Neural Systems
for Geophysical

Modeling &
Data Visualization

• 2 to 4 orders of
magnitude faster

• fault-tolerant

,Ira-. ultra-fast

dynamically
reconfigurable

• real-time
adaptation

• power, size&
weight stringent

• space
qualiflable /
rad. resistant

• low noise

NEURAL NETWORKS BASE R&T
m_ _)_ : DATA SYSTEMS & ms

COMPUTER SCIENCE

SOA ASSESSMENT

In,temational Perspective

Human Frontier Science Project (Japan, France, Canada, USA)

- elucidation of brain functions, e.g., perception, cognition, memory
- elucidation of biological functions, e.g., expression of genetic

Information

• Bio-electronic Devices (MITI)
- engineering models of bio-functions

European Strateqic Proqram for R&D in Informption TechnoIoqv
(France, UK, Spain, Germany, Portuga)

. PYGMALION. neural networks for image and speech processing
- ANNIE- neural network software technology: robotics, acoustic

data processing

- BRAIN- basic research in adaptive intelligence and neurocomputing

DARPA's NeursI Network Initiative

- demonstrate performance potential of neural networks against

benchmarked applications : ATR, continuous speech recognition,
sonar signal discrimination, seismic signal discrimination

CS9-19



NEURAL NETWORKS BASE R&T
DATA SYSTEMS & m

COMPUTER SCIENCE m

International Perspective
Some Illustrative Funding Profiles

France (ESPRIT) :
PYGMALION
ANNIE

$6M over 2 years
$6M over 3 years

• BRAIN (EC) : $4.8 M over 2 years

• Germany
Information Processing in Neural Arch, : $18 M for Fy '91-93

Japan (STA) -
Riken Frontier Science Program
Biodevice Program
Brain Functions Program

$45M for 15 years
$25M for 10 years
$1.5M for 3 years

• Japan (Mm)
Human Frontier Science Program :
Sixth Generation Computing Program

$42M for FY '90-91
$30M a year

• DARPA's Neural Networks Initiative $33M for 28 months

II

IB

m

I
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R
m

BB

R

m

I

II
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l

m
m

NEURAL NETWORKS BASE R&T
DATA SYSTEMS & m

COMPUTER SCIENCE

RATIONALE FOR NASA INVESTMENT

Demonstrated the potential to impact a number of focused NASA programs,

at a fraction of cost of conventional supercomputers

Early large payoff base for existing scientific problems in geophysics,
sc;er,se and control independent of future mission requirements

z_

NASA's requirements far exceed those of other federal agencies for
near-to mid-term scenarios

computational performance • unmatched data rate and volume

ultra-high density/......... ultra-comPact/ultra-light devices (except SDIO,
Air Force)

rad-hard neuroprocessors (except SDIO)

power stringency
long term life

Reduced dependence on DOD investment strategy ! profile

CS9-20
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NEURAL NETWORKS BASE R&T
._ _,©_ DATASYSTEMSl =.

COMPUTERSCIENCE --

INTERCENTER ROLES

JPL (LEAD CENTER!

Design and fabricate Analog VLSI and CCD/CID based neural processors;
high-density nonvolatile memories; advanced neural learning and optimization

algorithms; spectral algorithms

ARC
Flight and spacecraft controllers for data analysis; Advanced learning algorithms for

Neural control; Novelty Match Filters; SDM architectures coupling Genetic
Algorithms and Neural Networks

JSC
Advanced Neural Network algorithm design tools; architectures coupling Fuzzy

Logic, Neural Network Models and Genetic Algorithms

GSFC
Neural Network architectures for data-management /characterization

I.aRC. M_;FC, LeRC

Application domain expertise"
& rendezvous, etc.

robotics, space structures control, autodocking

w

NEURAL NETWORKS BASE R&T
I _ DATA SYSTEMS & i

-- COMPUTER SCIENCE

• IMPLEMENTATIONS /

_ .1024-synapse, capacitor refresh EEPROM1024-synapse, UV programmable, learning chip /DEVICES
• 256-neuron, 65536 synapse, CCD/CID neural /

. signal processing chip /

• Thin film _ • 32-channel, analog VLSI, resource (
devices _ allocation neural processor J. Neural learning
- amorphous _ • Winner-Take-All 64 neuron chip J - Supervised

semiconductors, "_ Variable Gain 36 neuron chip / . Unsupervised
...... ,......;._.... _ ._ • Global optimization

• Models of neural- ferroelectric materials I I "Models of neu

- electrochromlc I [ Intelligence
materials /_, _" J_ • Computing with

&PPLICATIONS ._ neural oscillators
• VLSI _ '" " " _ Chaos theory

. CMOS _ "_- Spectral
I • Resource allocation • Signal Processing N_N/W-- ::,goM • Robotic Control • ATR

EEPR_ I Analysis _ Pattern Recog n
• ULSI J • Cartographic Analysis Spacecraft attitude

J • Path Planning determination
• Signal Sorting • Adaptive control of structures

CS9-21



NEURAL NETWORKS BASE R&T
m _ DATA SYSTEMS & m

COMPUTER SCIENCE _

BIOCOMPUTATION /
• Mathematical & physiological understanding of /

_ biological systems and control mechanisms / I
T_L_J J_T.E_ vestibular macala J

MEMORY _ • Reverse engineering, visualization / • Tensor
• Biological info. _ and quantitative morphological / Networks

processing \ modeling tool development J • Probabilistic

• Digital prototype _ • Human performance studies / Neural Networks

• Conn.ec!ionMachine _ • Functionalanalysis /, Hybrid architectures J

• sim.u.lation _ '_ - zero-g physiology j/ -'SDM & GA
Applications to _ __ _@_'_[_@ _, Higher Order Neural

- speech recog..n!!ion / I Networks (HONNs)
- weamer reoic,on _,_

• P. _.. _, ]. Adaptive neurocontrol

- large scme f,.;AM algorithm" sdatabases / APPLICATION_; 'X, al_ ......
/ \ • Novelty ma;cn

- motor control _ . .'_ filters
- 2-D shape _ Robot control _'_ -- .

recognition //Autodocking & Rendezvous • Path Planning "_'r_ll:fi_ es
- Landsat / • Planetary lander control • Balance control -v_

image • Aricraft landing control • Geopyh sical data
analysis/ _ AT_crsflter / veloctiy control charact:]iCz:lti data _ i

• Sensorimotor coordlantion • Human performance \

/ • Life support system control monitoring & simulation

NEURAL NETWORKS BASE R&T IB

.. _ DATA SYSTEMS & ms
..... COMPUTER SCIENCE

m

multldisciplinary processing of spatio-temporal

space-derived data

- automated cataloging & characterization

. embedding domain context
• Aircraft I . detection of subtle correlations • Control

spacecraft among large no. of variables of flexible i

landing control - novelty match filters structures
• Control of rigid / • Aut0docklng _

flexible structures & Rendezvous m
• Robot motion __ IP@IT_,._:_D_@ Shuttle arm control

planning Pattern recognition =
Robot control i

• Aircraft stabilization _(_[_(_
during flight

)llnary aerodynamic,

aerothermodynamic simulation and m

design optimization
- spacecraft / propulsion control sytem

design
. science Instrument ! antenna design

EM control system health monitoring,

e.g., Chem Transfer Engine (PATHFINDER)

I

z

EE
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Algorithms/Applications - FYg0 Configurable High-Rate Processor System (CHRPS)

The focus of thla _m is to develop and demons•trots

algorithms and •ppllcafior_ that can exploit, in Earth

orbit, the high-Hpacity processing Hpebilitlu provided
by Configureblo High Rats Processor System (CHRPS).

These algorithms are generally mt*iofized u dets com-
pression and data analysis. We plan to demons•rat* tlmt

the CFIRIU3 concept will allow scientist*, from their htbo-

Htory. to program and control cm-board high-rat* pro-
coming and receive only the meaningful results •t their
workstations.

In FY 1990. this task developed • is•leas data eamprm-

sion peckNre that provides • soloctlon of eomprmadms
algorithms from which a utter can chores the one most

• ppnDpriat* to the data set at hand. 'lois package wits

presented to the Nstionel Spam Science Data Center
(NSSDC) User Group end installed on the NSSDC

VAXCIust*r for experimental use by that user ram•unity.

In addition, • mnltJspectr_ image compression scheme

was developed based on ret_on growing end quadtree data
structure that compress multispectrnl imngu to
different levels: browse, moderate loss. and Ioulmm.

Browse resolution result* of this scheme are shown ee the

s_compenying illustration in the fish•hand column.
scheme achieves a 20:1 eompreMion retio by locating and

retaining only the edges of re_ons and discarding tim
textureinformatlon held within the regions. New sob•aura

retaining different types of information are targeted for

development in FY 1991.

The SPAM (Spectral An_b Manager) soflwant wm

i_talled on the Science Information Systems Center's

VAXClust*r. Two SPAM analysis approaches, spectral

matching and mixture analysis, were solect*d for FY 1991

use in evaluating the effect of data corn preMion on AVIRIS
mudym.

In 1_ 1991. evaluation of• least three approaches to data

eompremmion for AVIRI$ data will be performed. Analysis
scan•rim for use in data compression evaluetio_ of slmu-
lsted MODIS data will be selected. Three •dditloual

algerlthme will be added to the baseline (NSSDC) ram-

pros•ion pscim_. Evaluation will be performed ofet least
three approaches to data cempruoion for MODIS data A

relx_ wiU be prepared corn poring result* using the blmeline
(N.e-qDC) compression Imcknge for • wide v•rlety of data

set typu.

Technical Contact

Jmmee C. TiJton. GSI_, (301) 286-9510
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AulomaticImageDataEncodingandAnalysis

m

m

Our main objective is to perform fundamental re_earch in

automated approaches for encoding m ultispectralimagery
data into image ssgmente based on the spatial structure of

the multiJpectrai data and to investigate automated

methods for anaiyxing thi* encoded data on a sslpment-by-
segment basis. A secondary objective is to develop crito-

rion for evaluating the effectiveness of our analysis •p
proachas on NASA remoto|y Nnssd image data.

There are s var/etyofways fordeterminhq_ground referenco

data for satellite remota ,analog dat& One of abe w•ys is
to photo-interpret Jow altitude aer_al photograph* and

then dig/tize the cover types cm a digit_zin| tablet. The
resulting ground reference data can then be registered to

the satellite image, or, altom•tively, the satellite image

can be rag/stared to the ground reference dam. Unfortu-
nately, there are many opportur_tlea for error when uaing

n d/gitizing tablet and the resolution of the edges for the

ground reference data depends on the spec/ngoftha points
selected on the digitirlng tablet. One of the consequenee8

of this is that when overlaid on the image, errors and
missed detail in the ground reference data become evident.

This task developed an approach for correcting them
errors and adding dat_l to th• ground reference data

through the uec of a highly interactive, visually oriented

process. This pro_ss involvee the tree of overlaid visual
d/splays of the satellite image data, the ground reference

data, and • segmentation of the satellite image data.

Severs] programs were implemented on the Sc/enco Infor-
mation Systems Center (SISC) VAXCluster and with an

IVAS image display system to effect interactive editing of

an edge map from an image segmentation so as to leave
ordy those edges that correspond to boundaries between

the ground cover types distinguished by the ground ref-

erence file. The resulting refined t,round reference file
then can be used for more accurate evaluation of new

image analysis algorithms.

At the point funding ran out for thi, task, the interactive

line editing programs have been applied to a 128 x 256

pixel portion of • Landsat Thematic Mapper date set,
f_ving excellent results. When more funds become avail-

able, this refinement technique will be applied to several
other test*' data sets and Iv•nod reference files.

Technics/Contact

J•me, C. Tilton, GSFC. (301) 286-9510

Conflgurable High-Rate Processor System (CHRPS)

m

w

The goal of the Configumble High-Rate Pmre.or System
(CHRPS) is to provide the m_:h{tecture, s_tem control,

and high-rate data handling interfaces needed to support

on-buard compression, information extraction, and auto-
mated oper•tions of high-rata imaging missiont.

The nest goner•elan ofimalrtng•enasre _ provide mea-

surement capability •t freer spectral and spatial re,olu-
Sisal, reaultingin data rates exceediog the capability of

the Tracking and Data Relay $•talIite Systom ('rDP,_qS)

and exceeding the capacity of ground-proceMing system8
and analysisteams. In_pllnary studies will require

coordinated ob_rvations and integrated mudysis of data
from thele ecnJore. The CSTI Data Systom Prol_m is

developing image prece*sing and optic_ disk recorder

technolofy to support on-board data compreuion, infer-
mation extraction, and data buffering for these high-rata
missions.

The objective of CHRPS is to opply hlgh-rate network
technology and develop the packet telemetry handling

interfaces to enable the processing and buffering compo-
nents to be config_l.,d for • range of operations from single

instrument data compression to multi•sorer fusion and
feature extraction. The CHRPS development w_il produce

a phased to•shed to demonstrate roche•Is87 components

for project applications such as EOS to support the inte-
gration of technoloID into space platform az_.hitectures

and to support the evaluation of on-buard processing

functions. Support is building w/thin NASA and the DaD
to use the CHRPS tssthed as a technololD' demonstration

reso-rce.

During FY 1990, the two contract study team, preparing
Phaec-B dcoitms for the gas Date/Information System

completed speciai emphasis stud/e* defining project re-

qutrementa for high-cspadty processing on board the E(_
platforms. Generation of high-level data preducta for
direct broadcast to Jow-cmt ground station• emerged from

thNe atudJea as the prime aubject of infarct to the EOS

Project because EOS may fly direct brond_-t on POP-A
but with no procouingoratorage. The EOS Project stated

that Code R activity (to develop prototype and demon-
strata enhandng tochnolofiss in support of the d/r_'t

broadcast capability) will make sit_ificant contrlbutious

to the EOS Project, ifrequMtod fundinglevels are approved.

In FY 1991 we will develop and refine •con•rim for on-
board data product computation in aupport of the EOS

direct bruadcast capability. _ activity will be performed

/n coUaboration with the EOS Project and w/is be used as
an avenue to achieve continued visibility of the concept

w/thin the E(_ _.

Technical Contact

Dan Daiton, GSI_, (301) 286-56,59
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Comprehensive Vision System
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Gallium Arsenide (GaAs) Pipeline Processor

The objective of this program is to advance on-board

ultrahigh-speed date arquisition and processing of'Jcien-
tifi¢ data. The Earth Obeerv•tory Spscec_ynamics

Laser Ran_ ng System (EOS/GLRS) SCientific r_quirement

is to •cqu/re data in "snapshots" at ratos up to 12 billion

bits per second and to pn_process data on board prior to
transmission to [round using radiation hard, low.power

interrated circuit technology. The solutio• lies in • pipeline

processor architecture impleme•ted in high-speed Ga/_.q

toch•ology.

NASA and the Office of Naval Research (ON'R) initiated •

program with Rockwell International for the development
ofan advanced,Ultrahi gh.Speed l_to Acquisition (USDA)

system. This system will be ,-,psble o/" di_tizing an
incoming analog sirnal •t 8-bit resolution and • sampling

rate of 1.5 jigs.samples per second, storing the reeuhinl

diotai information for s period of 1.4 m•ec, and upon
command, reading out the stored information st • rate

compatible with the pipeline data processing hardware.
The high-speed data acquisition system sddre_es an
immediate need within NASA for data recording in the

GLRS. It also •ddresle- generic requirements within the
Navy, particularly in providing the basis for flexible,

affordable, light weight, utellite-bued electronic syltems
with advanced capabilities. The ultrahigh4peedelectronics

technologies developed in this program are key technolo-

gic• for advanced communication systems,high bandwidth
remote sensing and signal processing, and high-rato data

processing.

Development of High Electron Mobility Transistor (HEMT)
memory circuit_ has been proceeding at Rockwell under
ONR/NASA sponsorship. This effort has led to the dem-

onstrotion (in FY 1990) of fully functional 1K Random

Aoce_ Memory (RAM) and 99.8% functional 4K RAMs
with ultrahlgh-speed (read •coess time down to 0.6 neec)

and low power(chip power of0_3 W for IK RAM), with an
access time of 2.0 n•e¢. Also, in FY 1990 the University of

Idaho completed the architecture design of a Ipenernl

purpose pipeline processor which uses a ceconfigurable

data path processing chain.

Technics] Contact
Warner H. Miller, C_FC, (301) 2868183
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SIMD CHIP - FY90 Configurable High Rate Processor System (CHRPS) am

The objective of this relem'ch is to demonstrate the feui-
bility era flight-qualifiable compute engine able to sustain

at least one ligeflop per second when performing data

compression and image analysis algorithms.

Moat data compression and image amdysis algorithms
including synthetic aperture radar eigna] processing can

he readily performed by computers with a very large
number of processing elementa controlled by a main con-

trol unit. Tide type ofcomputor m_hltoctum b generally

called the Single.tnJtruction-etronm Multiple-Data4t_am
(SIMD) 8_hitecture. The SIMD a_hiteetum b a

match to applicatione that involve maMive numbers oF
data elements, all being proceeled in a similar manner. It

is inherently more energ7 efficient than any other parallel

computer architecture since ouly one controller and one

program memory are required to control a massive num.
ber of procossors.

In F'Y 1990, the Microelectrenics Center oFNorth Carolina

(MCNC), operating under a second year NASA grant.

designed, fabricated, and demonstrated on a test board 8
fully runceonalcuJto= CMO$ integrated clreuit containing

128 prancing elements implemented with 1,109,340
U'anlietors. A red-hard version of this chip is the basic

building block of a massively parallel gigsflop computo
node.

In FY 1991, we willcontract with AT&T Bell l.mbomtoriel

to define the approach. Khedule, and coat to produce 8 rod-
hard version of the MCNC chip.

We will explore the establishment of colleboratlon8 with

Nvend Earth scientists and aetrophysicists involving ap-

plication of a high rate prooessor to address their upcoming
requirements. Candidate mu are prototype Earth Oh-

,ervingSyetem (EOS) instrument testing in air_ra_, EOS
direct readout data product formation in epsoe, and Hubble

Space Teleecope (HST) third generation instrument im-
bedded proceiming. We w_! derive requirements and
detailed scenarios baled on a network architecture or an

imbedded proceuor to expre,m their requirements.

We will inltiata design OF a scalable prototype Jystem

fiacorporating the MCNC chip component to 8ddmm the

processing and data handling vequirementa derived from
tim above mentioned collaboral_one. OptlomJ for packag-

ing auch a prototype e_mtam include high-denJity ap

proechel auch ms the cracked eilicon modules being de-
veloped by Irvine Sensors, and the thermal conduction

unit being developed by MCNC.

Technical Contact
Jmmco FSecher, GaFC, (301) 286-,3465
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Source Encoding (Lossless Data Compression)

m

The objective of this program is to develop source encoding
technology to maximize information return from science

instruments on space platforms by reducing the require-

ments for on-board storage and/or channel communication
bandwidth.

High resolution imaging science instruments in conjunc-

tions with large space platforms are driving the telemetry

bandwidth reqtdrements to exceed what is currently
avs_able in the NASA Tracking and Data Relay Satellite

System (TDRSS). As a result o4"the TDRSS bandwidth

constraints some form ofon-board prvcessing is raqulred

to reduce the scienve instrument dam rate. In addition, by
redudnl the science date rate additional information can

be atored on the on-board tape recorder prior to playback
through the telemetry channel. In the past, lceslees d,ta

Rduction was mostly implemented with the well-known
Huffmsn code, an optimal source cod/ng scheme for known
data statistics which determines the code book. The code

book --signs shortsd code words to source samples occurring
mona frequently and longer code words to leu-frequeut

samples. From our analysis at C-,SFC we have established
that the Rice coding scheme is a collection of Huffman

codes designed at various entropy ranges, without the
need to store any code book. The major advantage of Rice'a

coding scheme is its simple coding structure, which lends
ite¢lfeuily to hardware implementation.

Completed in FY 1990 was a Vary Large Scale Integration
(VLSI) logic design of a multiuaer source coder and

decompressor chip set at the University of Idaho. The
source coder is adaptive to source statist/ca and can oper-

ate at date rates up to 10M samples per second. Also
completed were data compression simulations (based on

the VLSI design algorithm) for both imaging and
nonimaging science data sets. Theso simulations included

data generated by the following instruments: Michelson

Doppler imager/$OHO, N'RL and Lockheed instruments
on Orbiting Solar Laboratory (GEL), and Lunar Gamma-

Ray Spectrometer. Initiated in F'Y'1990 was a design ofn

ConJ_lDxrabie High-Rats Processor (CHRP) testbed Image

Instrument Simulator {I/q) with data compneuion capa-
bility. The lIE will generate imaging date, compress the

date, format the data into variable length packets, and
deliver the data to the CHKP to, tbed. This teethed will be

used with TDRSS to demonstrate 1useless image data

eompreMion.

Technical Contact

Warner H. Miller, GSFC, (301) 286-8183

Source Encoding
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Data Storage Technology

The purpose of this task is to evaluate the state of
magnetoresistive (MR) fixed-tape head technolo_ for
achieving high data rate and high-capaclty de'- storap

and to identify an attractive method for simultaneously

achieving high data rate and hlgh-capsclty recording with
high reliability, effective data rote matching, and low

mass, volume, and power.

The evaluation results indicate that MR head tochnolo_
is an extremely viable and premising tocknololD,, and tlmt

stomp density using M]_ head technolof_ is at least three

times greater than optical stors&,o densities, l_su]te also
indicate that reliability figures using MR heads m sue to

two orders of magnitude greater than those achieved with

rotary head tape recorders, MR heads can be developed to
achieve 300 Mbps and terabit storage in tJpe recorder
formate with low mass. volume, and power. Additionally,

high-performanco and compact memory modules can be

designed that offer higher performance than block access
optical and magneto-optical disk drives. Communication
has been established with corporations that include Ap

plied Magnetics, IBM. Kodak, Odetico. and Storage Tek.
and discussions lure unds r way to support NASA technlcally
in our follow-on FY 1991 baseline ckmonstration effort.

Technics] Contact

Romney It Katfi, JPL, (818) 354-3054
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Imaging Spectrometer Fllght Processor _ Lossless Data Compressor

m

The objectiveot thls task ie to develop]onles8 dote com.
preoeiontechno]ou t'orhlgh-rets (up to500 Mbpt)imsginK
spectrometer focal plans arrey data for an Earth-orb/tins
HIRIS mission. Its compression ratio is about 2 to L The
specific foe] is to developand demonstrate s compreuor
chip qualified for space by the ehd of'FY 1990.

The unprecedentedexpandin| capabilitiesofremotetens-
inlr/magi_g systems jueh as the HIRIS/MOD]S has lef_z
b/i[ pp in our ability to transmit and store the massive
volume o£data produced by these systems. In order to
utilize the sdentifie potential of these instruments, with-
out placln| unreasonable requirements on telemetry
channel bandwidth, • ]cealeu data compression t_hnol-
ozy must be developed before other hlgh.ratio data com-
pression schemes become available, Such capabilities am
enhance the value oredwsnced NASA space missions from
both s science and an operational perspective at minimum
Coal

Future Earth-viewing EO8 HIRIS systems end planetary
flifht missions, even in the experiments] states, produce
lares date volumes that tax heev/ly both the telemetry
channel and the storage unit. On-board Icesleu data
compression will reduce by a factor of'two the(l)instrument
data rat_/volumce; {2) instrument data storage require-
meets; and (3) instrument data downlink requirements,
Furthermore, the Very _ Scale Integration (VLS])
implementation will result in reduces| the chip count by •
factor ot"five and the system power by • factor of"three.
Another |i|rnifiamt benefitotloulees data compressionis
more effective fround transmission.

Both the deudJed alcorlthm definition and the perfor-
manceeveluation o£the lcasleu data compression schemes
have been accomplished, and the VLSI design, is)ouK
simulation, and fabrication have been completed. Mqjor
mSlestonce t'orthe reminder ofFY 1990 consist o£finishin z
teethed Fabrication, checkout, end the compressor chip
demonstration.

Technical Contact
Robert !_. Anderson,JPL, (818) 354-0213
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MAX: Flight Multlcomputer

The focus oft.hls program is to develop a rcal-time, general-
pm'poee computing system and environment thataddresses

the high reliability needs oftnterplanetery spacecraft and
planetary cereal. MAX is a fault-tolerant parallel-com.

puting architecture spec//ically adapted to tight resource

llmitati_ns. It has been deaitmed to support a large,
heterogeneoue collection of Umks in an unpredictable,

event-driven environment, and is easily reconfigurable to
a w/de range of mission requirements.

On-board computational processing technology]use unique
requirements and constraints. In order to keep crate down

and make optimal use of the available hardware without
,scrific/ng reliability, the MAX architecture was developed.

MAX consiJte of any number of conventional eomputing

elements connected via u dmd network topology. One
network operetse as the prima data highway between
these elemente and I/0, the other as a breadcaet medium

that eynchroniree tightly coordinated real-time events
and take. Orchestrating these elements is a very high

level operating system that allow,* these tasks to ezocute
in s highly nondeterministic, event- and data-drlven en.
wirenment while maintaining appropriate redundancy for

increased reliability.

With the advent of new high.performance apeeeer*_ pro-

reseors developed by DaD, integrated autonomous apace-
cra_ operation is now pcaaible. The MAX architecture

leverage,* these new device capabilities into a unique
,*ystam-oHented approach based on hardwm'e ree.ource

pooling. This approach mazimizm the utility ofavailable
hardware and soRware resources in order to minimize

ay,*tem mass, power, and volume without compromising

reliability.

In 1990, the MAX program continued imp]ementation of

fault-tolerant features and of software development tools.
A MAX ,*ystem uriah three computing modules has been

delivered to ARC for independent evaluation. Redundant
execution of critical application code with voting of resulte

has been implemented and te,*ted. Ver7 Large Scale
Integrated Circuit (VLqI) implementation M"the MAX

interprooe,*mr communication coG_trellere hat begun. A

demonstration application that controls an aute_omou8
planetary rover i, being developed.

JPL and LsRC have developed ,joint plan and specifica-

tion for the C0SMO_ computer ,*yotem.whlc71 willcombiM

and build on theft: experience with data_ow control of'
multipreeeseor system,, 'l'nia 8ystem will use Very High

Speed Integrated Circuit (VHalC)components developed
under DaD sponsorship and is projected to handle the
foruJeeable goneral-purp(xm computing need, of NASA
missions ee well ns those of JPL.

FY 1991 plans include completion of the VLSI communi-
cations chipe and the MAX software tool eel Plans also

include starting the implementation of COSMOS on MAX
hardware.

Technical Contact

Blair Lewle, JPL, (818) &_4-0912
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Evaluation of ATAMM Performance on VHSIC Multiprocessor

--=

kn,._

The objective of this program is to implement the Altq_-

rithm to Architectune Mapping Model (ATAMM) on a
general-purpe_ multiprocoseor system fabricated with

Very High Speed Integrated Circuit (VI-L.qIC) technology
to evsluets the performance of the initial ATAMM concept

and to identify enhancements to ATAMM to advance the

state-of.the-art for real-flee spacobcene procoMing.

A concurrent processing strategy, the ATAMM pt,ovidu

for the dynamic assifnment of the nodN ors large grain
apptication a/tor/tkm graph to/dent/ca/processors ors

multipr_cenor system ia • manner that optimizes the

execution of the graph. This s_earch integrates the

ATAMM rules into an A/r Force.developed 1750A Ad-
vanced Develop Model (ADM). e0utaining four parallel

processors interconnected on s common bus. and it tests

the ATA/vlM ,tratefy. An input/output scheme use, the
system's 1653B interface to p_s simulated data in and out

or the system and to capture importamt events, time-

marking tba detal|ed execution of the nodes of the algo-
rithm graph during execution. Using the time-markod

information, detailed performanco of an application algo-
rithm i* then analyzod and compared with that deter-

mined from separate ATAMM simulations. An algorithm
coded in Ads and time-simulated algorithms are used to

characterize system performanol.

The ATAMM rules wets suceesefully integrsted into the

Kernel Operating System (KOS), which provides the basic
communication functions for the ADM, and the analyzer

playback ml_wars was completed. The implementation

included the intermixing of proceed" self.Salting with

aljq)rithm execution. A test interface method was devel-

oped to evaluate the performance of the time-simulated

grlphs and the Ads test algorithm to verify the viability of
the ATAMM appr_4tch. The integration of the ATAMM
software into the hardwarQ was begun to facilitate full

ATAMM performance characterization.

The major mftware developments and the nonintrusive

test interface approach are key elements to ensble the
fired integration, debugging, and testing of the ATAMM

m_tiprocessing strategyinan available VHSIC hardware

system. The intermixed self-testing approach enhances

the likelihood that only healthy precessors w/l] be sesilrned
to execute nodes ore graph and that faulty pr_)cessors can

be automatically excluded (or replaced) and taken off-line

for further testing.

Debugging of the integrated ATAM]_ Multicomputer

Operating System on the ADM will be completed and the
ATAMM methodololD, tested. ATAMM will be enhanced in

the future to broaden its applicability to a wider class of
graph situations including multiple gruph*, multiple
in|tantiatinns of the same graph, m ultiple preceseor types,

and statistical node-latency times. These enhanced ver-
sions of ATAMM will be evaluated in sp_'ebome VHSIC

system and then incorporated into a joint JP_C

operating system for potential future NASA missions.

Technical Contact
4

Paul J. Hayes, LaRC, (804) 864-1491
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SODR Controller Development i

The objective orthis complmion program to the Spacetlight

Optical I_sk_'corder (SODR)development program is to
developa versatile,modular controllerthat,when combined

with SODR disk drive modules, will provide high-perfor-

mance mass storage systems that meet NASA high-rata,
high-capsdty spaceflight needs of the 1990s and beyond.

The goal is to develop 8 system with a cmpsc/ty ofgreatsr

than I tersbit(1201_gabyto),uptoa 1.8 l_/gabit-per-Rcond
in put and output rel-, and con6gxxrsble,axpandable archi-

teeture to satisfy various applications.

The con troller is the enabling element sea versatile r_x_Ior,

The thrust otthis program is to develop a system architec-
ture and controlbr that allows development o/'a l_neric

drive unit and provides apptication.spec/Re user interfaces

and expansion in rate and capadty. _ focus of the

program is application aboard polar-_bitin¢ platforms in
support of the Earth Observing System (EO8).

A phs_,d deveiopment is planned from bresd_ through

engineering development and flight qualifi,'-fion. The

current emphasis is breadboard desip and demonstration
of a 2-port operation at 150 megablts-per-second simulta-

neoue read and write or 300 megnbits-per-_nd m,d or
write. This includes verification orsystem concepts, as-

tablishment of operational guidelines, and deEaltlon cZ
user interfaces and commands. Breadboard development

will culminate in integration with a brasabesrd drive unit

and testbed system demonstration.

During the past year, bceadbonrd controller development
has continued. The preliminary desi_ was completed and

culminated in a successful design. - review, which was at-
tended by government cosponsors and r_presentatives
from GSFC. Aprototype multiproceuor op_rstingsystem

kernel has been developed and tested. Plans have been
formulated and the interface defined for demonstration in

a GSFC teethed. EOS application requirements have been

established, and a strawman inter(ace and operation
sconsrlm have been defined. Since it is not feasible to

breadboard a eomple_syste m, a system modeling activity
h_ been included, The model design is complete, and
Codinghas be_

Technical Contact

Thomas A. 8hull, LnRC, (804) 864-1837
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w Spaceflight Optical Disk Recorder (SODR)

L

W

High-rate. high-capacity data ,torsos hu been identified
as an enabling capability for future NASA missions in-

cluding Earth observation, gecatationtu'y missions, and

planetary ex ploration in the 199Oe and beyond. The SODR

program has been established to develop compensate and
subsystems based on rewritable optical disk technology,

which forms the basis for high.pert'ormance, mmm storage
systems. There am three technology development ,mess:

14-inch magneto-optic (MS) media; mulfelement diode

lagr arrays; and a multitrsck electro-optic head assembly.

Feasibility was demonstrated in 1988 and the FY 1990

goal to demonstrate m full eight-track recording hu been
achieved. Written data are showu in the polarized mi-

crnscope photoofthe'mark" on the media. _ represents
a 133-m egabit per-,_econd data transfer rate and _glpl:_to

(4 X 10t° bit) capscity on one dlak surface exceeding the
rate and capacity of any other known disk data atocel_

device.

Also during the past year, s new laser structure was

developed that enables more efficient (generating less
heat), thus longer-lived devices. Samples have been de.
liverod and are under test at I,,RC. A nine-element laser

bss exceeded 1,000 houri of burn.in (at David Semofl"

Research Center). Glass substrata media have been pro-

duced and undergone environments] testing, and media

performance optimization for harsh environments is pro-
ceeding. This technology is directly transferable to a

companion Air Fon:e program. A NASA-,ponsored NIST/
NASA/DoD, qnduatry working group h-* been formed to

establish rugged 14-inch MO media teat atamdards.

An associated modular controller is being developed at

Langley to produce a configurable, expandable system

supporting the use of multiple drive modules to obtain
data rates in ex_Ss o( I gigabit-per-seeond (s rate that

exceeds any other known or planned optical recording

device or flight tape recorder) and capacities up to 1.2

terabita (160 gigabyta-).

The current work represents aiknificant technology risk

reduction toward development of a completely flight-
qualified optical disk drive and controller. NASA and

Navy funding are being used to initiate procurement of a
brassboard drive unit for flight demonstration in FY 1994.

Technical Contact
Thanes A. Shell, LaRC, (804) 864-1837

SODR Program Accomplishments
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Computer Sciences

The overall goal of the Computer Science Research Program is to foster the
dvancement of computing technology targeted at aerospace applications. _/'hls _ _
lug reiu|zed through a program of basic research end experimentation that focuses

on developing core skills within the Agency in disciplines c_tlce] to NASA ud on
m.aintalning a strong university base of fundamental research in set.pace computer
Ilclenca.

• "he research procure is improving the state of knowledze of fundamental aer_paoe
computing principles. Computing technology in crucial space applications, such as
sol,wire enFineering for very reliable systems and in/'oi"mation eztraction from data

collected by scientific instruments in apace, is also being improved.

.'l_ne program includes the development of |pocia] -lgorlthms and to_iq-ues to exploit
_e computing power provided by high performance parallel processors and special
purpose architectures. Problem arau of importance include computatiouaJ fluid
dynamics, computational chemist_, structur_ analysis, signal processing, ud
smage processing. Tee computer architectures of" interest include common and local
memo _ muhiprocsssors, single-instruction stream/multiple datostroam pr_essors,
static crate flow processors, systolic arrays, end heterogeneous multiproce,ors with
custom processors. Research is conducted in programmiu| languages and
environments, parallel and distributed operating systems, and performance
measurements.

Research is also being conducted in the fundamentah of data base logic. This work
hu rtstdted in the development of a common truer interface for accessing data _om
several data buss even when the data buses being accessed have very different
structures. This work provides the foundation that will enable NASA space data users
access to multiple data bases independent of abe physical cUstribufion or structure of
the data bases. This work will reduce the ecet of such invesfiga-tio-ns and enable data
base intensive _ientific rmmarch tlmt wou/d otherwise be uns_ordable. Other work is
under way to develop end test an expert s/stem that can serve u an assistant to
nmearchers analyslug space-derived data.

Research,_ being conducted to improve tocl_ss for producing cellalde computing
systems, Teat work ,, directed at beth rsdu_ the number of faults in software end
making systems that are tolerant to Faults.New approaches and methods for so, were

management and entinsoring hitve been devised and am now being evaluated under
real working m-diti_. In addition, amphiufis is beln8 placed _ the au_afic reuse
of sof_were to lower sol, wane production ecetJ, l_ut_re objectives in • new Jof_wL-t
eni_neerinz initiative will include velea/'c_ on the theor@ticld /'oundat/on ud
extending and evaluating apprmclum for developing celiable complex so, wrest.

The Computer Sciences Program is coordinated with the Space Station's Software
S u_por: Enviroament (SSE) end the DoD.sponsoced SoAwace Enirineering Institute
(SEI) and ADA. NASA also pm'ticipat-s with Don and other national bodies on Nveral
adv_ory and tochnic_ ccordiution commissure

Program Manager: Paul K Smith. (20g)453-2753
Paul Hunter, (202)4S3-2704
NASA/OAL_/RC
Wuki_f_on. DC 20546 b7

Empirical investigation of Sparse Oistrlbot_Uemory ,
Using Discrete Speech Recognition

The primary purpose of this n_und_ is to use dlscmto
speech recot_ition to identify factors that affect the parlor.
manes of Sparse Distributed Memory (SDM) for hil_/7
cornel•ted data.

The original theory ofSDM Meumed. _ mU_.matlad

convenience, that data were distributed uniformly
thnmghout the addrum spare. This mumptionis tnvaJkl
for tel-world data.

A _sive series oF experiments ug_q tqmken digitm
demonstrates tim ef_cacy of esvend adaptetimm OfSDM
for dealing with rind-world data: e_., error_ng

nlo_wee for labels, speech patterns ueed to detomine
p acement or memory mils, a conHrvstive write rule,
choice of"appmprinto 8DM model -- the colected-amedi-

sate desizn worked bceL Sim ulstlons using thcee adapts.
tions showed dramatic performmsce impro_menta: from
49.6_ to 99_3_ accuracy on the tat Nta.

The experimentomveal the importance ofmatchingdetaile
of memory s_chitectura to the data of'interest and to the

Kheme for eno0ding the datum binary parterre.

We plan to eztond our rmuarch to mm oontinumm4peech
to probe SDM perfocms_ Jesues for timo-vmTin8 phe-
OOmt/ML

Terhnkal Contact
DouglM Denforth. ARC. (415) 6(}4-4998
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- Discrete Speech Recognition Frequency Distribution

N_rnatized Erequen_ Probal_fily density

me,,

_Jf

0 IO

The cu_o on the left hi the withk_-claes

distribution o4 dlglts. For example, various

utterances of the digit "1" were ehcoded

as binary patterns and compared to each

other In terms of Hamming distance: then

the frequency ae a function of Hemming
distanced we8 tabulated. Simile'

tabulations for the other digits wee

pooled, with the results illustrated by the
on the leh. The binomial distribution

on the right illustrates the expected

frequency ff the digits were randomly
distributed in accord with the mumptioml
of the beak: SDM model. The moons Me

ImlNIrated by 11 standard devlettone.

Formal Verification of a Fault-Tolerant Clock Synchronization Algodthm

L

The objective of this pmlFtm is to perform s mechanically

assisted forms] verif'Jcatio_ of a fault-tolerant dock syn-
chronization s]gorithm.

The reliability ors fault-tolerant cemputor 83mtem depends
critically upon adequete syechroni_ttlon between it8 n_

dundant processors, it is important that the eynchrmi-
_tion nl_rithm maintain proper synchmnization nfthe

goed clocks oven in the presence of other faulty, dorJ_.

Currently, ad-hoc techniques are used to develop the
synchronization system of m fauJt-tolenmt system. Un-

fortunately', synchronization systems am appear to be
mtmd under m carefulFailure Modes and Effect Ans]_is

(FMEA) yet be suaeeptible to subtle failuror. This work
pro_des a formal mthemltics] basis for an e-;-ting

s]r_t}...

The algorithm wm defined mini the Extended Special
Language, which ;" _ on typed, fireS-order predicet-
calculus extended to include higher-order constructs and

lamb(Is expmssioM. Using the EHDM (Enhanced Hier-
archical Design Methodology) (mechanical) theorem-

proving system, it was proved that the s]gorithm maintains
the docks within a bounded skew.

The Interactive Convet_nm Clock S_tion Ai.
goridun was verified. The formal veriflcatim proem

di,oovered several flaws in the original informs] proof ef
the s]gorithm, even through the published data were

unusualJy precise and detailed. The theorem was modJfiod
and successfully verified.

The performance theorem originnlly published m found
to be flawed. These flaws were not discovered by the

informs] peerKrutiny to which the paper has been subjected

sinee it8 publication. Clock synchron/zation algorithms
m extremely' important components of • fault-tolerant
system yet ere surprisingly' easy tO verify. This project

providel snotherilitmtrmfion of the increasing capobifi tles
of forms] verification methods, The clock synchronization

problem is an asynchronous system that historics]ly' has
pmed difl3cultiw for the fennai methods appronch.

The clock synchronization ail_x'itlmswillbe implemented
in hardware and mhwm. The eom_aeu eCtke detailed

desiga will be formally verified.

Technic_ Contact

Rick), W. Butler. LaRC, (804)864-6]98
John Rushby and Frioder yon Henke. SRI Internstions]
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Formally Verified Fault-Tolerant Clock Synchronization i
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Mapping Unstructured Grids to Hypercubes

m

U

I

The purpoeeof'thi8reeeJuchisto oilmiflamtl 7 increasethe
thmullhputfor *olvinl[ unstructured lffidpl_]ell 01_

mmwe|), perxllel ommpuMrsb7 reduclnll the ¢omItlmi.
cationtime. Cummt fucws is m the Con_ou Machine
(CM).

We hsve cleveJuped• IdIh]ypendJel f_pb-embeddinl
technique and amplementod it m the CM-2. It enablu l
toemdeudy aolvtI_ Irid Im_lemmonmiudvely
ixmdleleomputerlwith rel_Jerlnu-mmection topolo¢_.
The IF_pb of the twel_Jar problem is embedded into the
Irmph r_pRlenth_ the int_on topolol7 e( the
aom purer so that coin municatinll pm_eH J_e usipod to
nesrby pt_cee_oru.

Many im plirll end explicit method_ for IohrilMl

perChtldifferential equmtior_ require each point in the
disctetizati¢_ toexchance data with its nei|Sborin I I_intl
ever7 t_me-step or itmltlon. Thinldng Machine* Cor_m-

hu reeentJydeveloped 8 new imflwsre pecJuqilthst
J_lucee the time for lenertl communication by8 lector o¢
2 to 5. 'l_il msppirq[ further _-.duoesthe om_municxtJo_
tine b71 _8ctorof 3.

l_utureactivities include implementinll • _ 8ppli_tiou
on the CM-2 for mmperioon with • 81mflsr uppl_mtionon
_h_Cr_YMP.

Pmnt d'Conta_
8#oven Hammond, ARC (RI_C_), (418) 604-3962
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Map Irregular Problem to Regular Interconnection Topology
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Performance Characterization of Machine Architecture

The main objectiveor this pr_ect is to develop• new
methodology for the evldustion of _ffere•t machine ar.

chJtodures and imp|emeutaL_w. The idea is tommltl_ct
• model of • machine based on it8 ezecutiou time for

source language preen• conatructa. Seperntely, one

analyzes relevant source codes; by eombin/ng the analy-

ses, one •an evaluate the performs•e• of any anai_4d
machine for any analyzed workload. Our effort8 Jutmt

been directed toward experimental methods Foraccurate
machine ¢harecterimtion (the machine model), methods
to muimize the securary of our performance predlcUou,

and the nee oF the machine ebaractarbutUoea to unaJyze
implementations and IwchAsoturm.

Our resear_ has produced • number ¢drsil_t •anita:

(a) Our methodology permit= the evahuttio- of CPU

performance with far less benchmarJdn= effort than was
previously needed. (b) Using our methodology, one can

see why the observed parlor•an• oecum. St•nit and
weak point8 of various im plea entatlmut can be determined

andevaJuated. (c)The variab/Jityofperformanceobserved
between two machines when run on a variety of beach-

marks can be predicted and explained. (dlThe zena/tivity
of • l_ve• machine 's performance to varhttions on the

workload can be explained and prscfictad. (e)Tbe effect of
imprvvemente i• machine peKormanze can be Indicted.
(/_ OUr techniques can he used to character/z• workload•.

The present status of this pr_ect is as follow•: (l)Weheve

developed •mschine performan_ model consieting of I ] 3
persmetem which have been measured on a large zet oF

machines rsnL,/ng from eupercompuLere to h/¢h-peffor-
mlmce workstationl. (2) A |arge Mt ofapplicaLions have

been chsract_rized; theee include the SPEC and Perfect

Club benchmarks, Our results show the strength •nd
weak•cues of these pact•ms, and our methodolocy will

help in the development or more representative bench-
mark workloads. (3) We have used the machine and

program characterizations to validato our model by making

execution time predictionl and comparing rheas mult8
with actual manure•cute. Very good accuracy has been

oh•erred. (4) We have invesl_rated bow our model can be
used tocempt_ the differences and similarities ofmechinm

and programs; we have peopeescl • set ofmetrks and have
presented the res_dt8 in report• and papers. (,5) We awe
developing • set of experiments to charsotori=e cempiler

op6mi--tlo_,=nd wem currentlye•tend_q ourexecu-
tiontime mode] to include the effect ot'op6mizing¢ompilere.

(6) We have used our model to zetimuto the potential
performance of the NEC SX-3 with •pact to the perforo
m=nca of the NEC _-2 and CRAY Y-MP/8128.

We plan to ¢oatinue this pr_ with the ect/vi_ deacr/bed

above as "in prolFeas," and by extendin¢ our mode) w
include vector operations. A new machine charuc_rizer

w/il include • large number of exper/mente that will
measure the performance ofvectoroperationa. In addition,
we will extend our execution time model to pmduze •p

prozim•to execution times for pf_rams that use vector
operntione. We are investigating the app_icab/lity of vec.

tot performance prediction models to vomplement our
ecahtr execution time prediction method.

Technienl Con,-et

/dan J. Smith, ARC. (415) 642-5290
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Performance Characterization of Machines "
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....... "........ MMDPerformance Evaluation of an Implicit CFD A_oflthm on a I Hypercube

The objective or this pvu4_m b to evaluate the ledger-
manes of an implicit computational fluid dynamics (C'FD)

uli_rithm on md_tributed-memory, multiple ir_tTuetion

etr_em, multiple data etnmm (bflMD) m,chi_tum, We

plan to implement the functionality of ARCED (2-D Euled
Ne_er_kee) code on the 128-nods intel T_

Gamma prototype (¢ommendaJly known am the lntol Per-
wed Supex_omputer, modal 880 I_]L

The _llorlthm hu been _ucm_rully mepped to the
Touchst_e _tecture, and mderahleeff0rt ,was put

into optimizing the o0de for the mechiN. In 8pite of the

currant FORTRAN compiler's inability to exploit pil_llned
m-iU',metic unite on the i860chip, overall performance and

multipreeenor efl_:ien<:_ rappen7 pmmiaing. Cummt

performnnca levels sure below that of the single procelor

Cmy Y-MP, but they are mmparable to that of the Ccay-2
_md the C_anection M_¢k_ (CM-2). The inadequate
bendwidth of the data peth tothe nodeme,_ory Dd of the
interno_e _uni_.tlon network wiU _n_uue _ poll "

problems for implicit _lo_i__'l,hms__.+: + .... + .

Th/e work demonetrmtu t_t _--_( _ e|i_orlthmo_i

he implemented on highly pecallel distributed-memory
MIMD m'chitocturm, It 818o identifit_ the architectural

bottleueck_ preventing the exploitation of the _ l_rfof

mince potential ot pip¢liut_mdu¢¢d irmtruction Nt com-
puting (RISC) chipo, l_movad ot thcae bottlone¢im will

_eult in implementotions o_pl_e_t CPU_iH I_ing

implemented with luS"_ high performH and

K-lability.

The ARC2D study will be completed by documenting the :

implementation detail- end _ull+ in mformal publication.

Implementation ofm 3-D im pli+'it Nmvier_tokca rode (F3D)
bl cur_nfly under way. Iaues minted to the expi_ta "ti_u

of_m¢_onal lmrull+limm,in addition to the data plmmileliem _

prHent in multiple overlapping grid spp "Ik'.atinmL-wi-_

explored. The imuibility ofueingimpii¢it LliNritlmu morn

suited for Imrldlei preceding with stronger co_verlpmca
mto_ will Im investiptad M an ulterm|ti_ to the ep

Imm_t_ factodution method.

T_I_! Contact,

8mL-a W_r_ttmlra, ARC, (415) 604-3963
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--- Comparison of ARC2D Performance

i
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Two-Dimensional Shape Recognition Using SDM

The focue of this relearch wm to toet Sperse D_bu_d

Memory (SDM) for rt,cocnifing two-a;mension =1 shapes,

using AJ_dr_w B. Wetmn's cortex transform for pnFo-

mini.

A total ot"280 random char_'t_r_ were 8elected trom the

U_ Poet_l _er_ce Detabase o(Handwrit_en Zip Codes am
standard ehepes. H_fthe chm-acter8 _ens used to _tin

the memo_ and half wee used For t_Jtinl, The trot
multa can be eompur_cl with rmuJta of other Ip_uFe

using the USPS data base.

A preliminm7 otudy revealed tbat the iow-pm_ _ter of
the cort_x transform was suitable for8n input repmeen-
t_tio_ for SDM. Accordinlly, each character was saumed

into -n 8 X 8 black-white p;_el 8u,rey and filtered, yleldln|
• four-bit _'ey-acmle repm_enlation encoded us 8 256-bit

binary pettom. Aher training the memory oa half the
characters, the SDM correctly ]abeled 865 ot the teat

charactort

The method b ver_ lener_ _==emuch 8= no speda] featume
ol'wrltten charactoru we_ used to improve pel-formnnce.

And it i8 rut -- tr_ninz require Jeee than 2 minut_J. A

system designed for character recolnibon mt Bell
Lmborotm'iee performed _ s comparable measure st 885
eormet but _ hou_ of run-thne for tmuinl.

Future plus are to continue iaveotlpfial encoding

methods, e.l,, a vex7 ipmeml oontour map repreeentafion
o(two-dimensionai OhlFes ltqrj_st_l by Kanervt

T_I_ Contact

Pentt/Kanerva, ARC (R[AC_), (415) 604-4996
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The Cortex Transform
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Software Management Environment

m

m

TheSohwa_ManapmentEnvironment(SIME)is• moA. rolemmwillplanned begintoes_bilsh the usefulnessof
ware t_ol deeil_ed to a_ist • manmt_er in monitm'in L

anadyzin¢ and cont_rolEng an OallOlnE ml_ware project.

The SME'. major functiooJ include trs_inf mf_waro

project parmmetsrw; anal_nlr the differences between the

current project's development pattoru and the expected

development patterns within the 8pplicmfioo environment;

precSctlnl chsrmcteristiaJ ouch ms milestam, cost, and

reliability; moln| t_ ovend] quality of the project°l

_;elo_nt proceu; and pro_dinlJ sdvim led gui_

o_ manq, e_-nt of 0iekohwnro _J_l_._t_'d;

functions the tool eontiatudly examinee mvaileblo devel-

opment data from the project o(intero_t inclodin8 ram_-

power, oof_we,m chanlres, tamperer utillzat_m, and com.

pleted mileal._nes and eomixu_ this information to data

from put ptv_'to and to • model of the typical proj_ d.

Durinlr FY ! 990, the 5ME has heen extended andimproved

to include expert uoeumeot of prokct problems and to

model the proj_'t environmenL Wi_ these extonsimul ia

piece, the SME hoe been released for use by sehwm

msnepre witi_in the Flight Dynamics Division mt GSFC.

By using the SME for onzolng sohwam development

projects wiUt:n Flight Dynamics, the msnqers will be

able toeffectively COml_U_. predict, and analy_e key

perumetere. This represents the Erst use of the 5ME on

actual projects mud will provide valuable insight into the

sccursc7 and usefulness of the tool. 8s well se help to

establish future research needs for the SME.

During the next year. the SME will be p_pered for relem

to other organizations outside of Flight Dynamics. This

ouch • tool in an env/ronment beyond the one for which it

wmerig/nally designed. Other planned resem'ch includes

the development of an overmll project meseesment funct_n

and to beirin ez_Jmining m_ of" prm_dinlr guidanee to

manq_re for solving development probleme.

Technical Contact

Joe Valett, GSFC, (301) 286-6664

CS 10-20

I

w
II

II

II

m

II

i



"-_ Management Of Complex Software Projects
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Autonomous Exploration

Robotic and human exploration to the mean and Mare are

sntidpated in the mmin¢ de.dee, The rebotic mhmionJ

will serve to perform 8so]ogield 0urve7 and outface char-
acteriution to collect samples and to return the neeesury

information tabour potential landing sites to enoble ode

and productive human miseisn•. Vehiclm for lunar and
plan•tar7 exploration will carry eomplex ocieatific imNg-

inginstrumen_,ln¢ludin|imqlng ,pectromet_rsetpeble
ot'eoilactinl[ data pointa at several hundred wu_lent, thJ

for etch pisel. To exploit the full capebilitim of them
irmtrument_, methods must be developed for real-tlme
informat_oeextmctlee, multhtemmr f_iou, and •utomat*d

de,:bion making to dd_e instrument reamfifumtim. On.

board int* rpretatlon of the data from • suite ofiluJtrumen_
will be required for sit, ch_rlzatioa, for collecting

,ample•, aad for chooei-8 desired tray•real paths oa •
ground-•via| vehicle.

The objectiveu of thi, tsok m to develop and implement

autenomou8, ruJ.t_me methods of high-all•ansi•hal imNp
data reduction, infor_•tion egtracUon, and geal-driven

clecisioa ms]dog. Data from multiple inatrumenM map"be
fuoed to provide • more ••replete interpretation of• 8¢ene.

A hier_hical, multiresolutim sppro_ in both spectral

8rid ,patial domain* redueu eemput*tional requirement*
by eoncentrating the anslysis eu imN[e ms• that la'ove
potentially inter_Jting during initial, low-computation

analysis. This approach includes iterative cycle• of data
acquisition and int_rpretatlon, deeisim making, and in-

strument reconfiguratio_.

The werking system analyzes both ,ingle band imsl[erl (to

extract shape and t_tura] informstim)nnd m_ltitpectml
imug_s (to detemine gaol•fie compoeition). The ,pectrld

dmmification ,telm, performed on simulat*d neural net.
work,, include menial dmificatlon _ey ,o that

poorly elmified or uaknown mineral chu_se may be

handled appropriately. The syutem ha, been dseigued so
that at each step in the hierm_hi_d amdy_ht preeedure,
informatio_ from other i_trument* may be _ted
if •va/lable. All available data are u,ed to decide whether

to•an tiaue ezsm_ainl[ a refieuud with what imtrumentJ.

The ,yst*m is capable of ipecifyin[ tho lpedrul band• d

Impm.ta_co foe the neit 8tap ia the 8nldTIhl, Im that

imaging spectrometer may b, •utmnntically reconfirms_.

Klthough tl_ existing dmil[a is primarily aimed at sup

por_ng •utonomnull robotic exploratiou, many element•
will trm_fer remiily to support systems for hum-,, ezplo-

ratio•, in pm'ticuhtr, the analysis and iat*rpretatiou at
multiple complex data set. will otiU be performed by

machine during human ezplerutor? miseinnL Further
clev_lopment of the mdsbal data mm*Jy*is ,y*t*m will
enable the eollectlon and iat*rpmtatkm of iMtrument

data to previde human explorer* with inform•e•• in •

form that will allow them to perform mmt effectiwely.

TachaieM Contact

8umm J. Ebedein, Jl_ (818)354-6467

Jerry £. Solomon. JPI_ (818) 3,54-2722
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Autonomous Exploration "
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Application and Assessment of Industry-Standard Guidelines for the

Validation of Avionics Software

iS

and the integrity of the em_'data along with the ability to

neproduce it are I_mranteed by the implementation of the

verification plan. Since adequate models for dependable
ut/mation _ eof_wm reliability do not curmnUy exist.

the error data from the GCS experiment will pro__/d#_ an
indispensable buis for improving sohwm veJiability

models, q'h/s ezperlment further mtabli_hee a pntrmatlc
baseline for investigating the effectivene_ ofdewelopment

methode, ouch u thou I_bed by the FAA, for 8_ee
oohwsm_

The m,d etepe in ,k;. ptq:qrmm In to complete tmtinlr o_'
the thnm GC8 v_iom mul mudyoia of Um rN_ltinlr
ooflwas_ orror data and develop men InSdm mflwam

reliability model,, _ more effective _wm development

promdurm based on this informafiea.

'I_haieal Cmtaet

l_Ily J. Haybumt. LaP.C. (804)864-62!5

Anita _t Shacnu. _me,w.h'rr/,_le t,_titut,
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Production of Realistic Software Error Data

w

m

Independenl Vetllon| of

Method Assessment

Automatic Generation of ADA Code

w

The objective otthis program i8 to demonstrate and assess

the ability of the Charles Stark Draper Laboratory (CSDL)
Computer-Aided Software Engineering (CASE) system to

generate ADA fli|ht vonM code. The Advanced launch

System (ALq) Advanced Development Prvcmm Jl=epon-
earing the development of a Computer-Aided So'ware

Engineering (CASE) t0ol by the Charles Stark Draper

Laboratory that could dramatically improve the ooRwam
development process and reduce production and malnte-

nanre oust*. As • demonstration of this tool. the flight
matrol system mflwa_ tithe Bmfi_737 autopilot aural•rid

was produced using the Al.q CASE system.

ADA eout_e code and opocificatio_ documentation wore
automatically _nemM m_ the ALS CASE system. Tba

specifications for the autola-d design were n_verN-_nli-
neared from inspections of FORTRAN flowcharts and
source cede. The aft.wore requirement* wereinterasti_ly

opocified in the form of hierarchical enzineeHng block
diagrams via the system', highly flexible, graphic interred.

The requirement, defined by these diagrams were checked
for dam type mnJiotencise by the CASE system and

raptured in s centralized knowledge base. The knowledge

base was then used to automatically produce executable
code and • formatted rt, quirement* document. A test
methodolot7 was developed which maximized o_verep

but minimized the number of toot*. Duplicate tests were
run on both the FORTRAN and ADA code and then the

rseulte cam pared. Open and closed loop testa uncovered 1 l
discrepancies. Nine of these errors were attributed to

mistakes in the entry of the specifications into ALq CASE
(human errors, an-locouo to protnammin| enmre). Two
error_ were traced to the FORTRAN code. Noerrore were

traced to the Al..q CASE system.

The development and tus_ng of'rind" eof_wm applica-
t/o_, ouch as the autopilotautoland, will lend much to the
¢r_ibilit7 ofthe ALe CASE system. In addition to the two

errom found in the FORTRAN code. several ambiguities

and inconsistencies were discovered in the specification all

8 muir of using the AI_ CASE diagram methodolofy. ALq
CASE has the potential to significantly increm the roll-

ability of the generated code by (1) checking for immMio-
tencSm, a.mb(_tlus, and completene_ otthe epeciGcat/on;
(2) allowing the user to epec]_ tofLwm nsing enlinsering

notation and block dlqmmo that are familia_. (3) auto-
maritally performing the usually error-prone transforms-

tion to ADA code; and (4)supporting reuse of cede. Tba ALS
CASE effort hu demonJtrated the feasibility of'-, knowl-

ed_-baM approach to anf_ware development and has
identified areas that warrant l_,earch to further automate

the I_twm development amiens.

!_ t8 being made to enhance the AI_q C&.RE system
in • number of are,,-, Thuse include i m[W_ d4_Ji_

methodology interface, an automated teetlng facility, and
pr_ect management celmbilitias. As • further demon_tro-

tion, the guidance and eontml mftwm for the final decent
phase o/"• planetary lander i_ being generated using the
AI_ CASE system. Th/s code will be used in • 0oftwm

erroc-data lathering experiment to be conducted by Lan-
gb7 and the Research Triangle Institute.

Technical Contact

Carrie K. Walker, LaRC. (804) 864-1704
John J. Tm'kovkk, LaRC, {804) 864-1704
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ALS Case System

Engineering Design

> >
So.are Deslgn Code

Engineering Deslgn Documentation
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Overview of

Communications Programs

_//--8 l

/5 75o/

N93-7

NASA Headquarters
OAET/Code RC

June 26, 1991

Dr. Ramon P. DePaula

ac COMMUNICATIONS PROGRAM _ _-_x
I ........

OBJECTIVE:

Advance critical areas of enabling and enhancing
communication technologies that support commercial needs,
science, and exPloration missions for the 1990's and beyond.
The technology program consists of research and technology
development in:

• RF Technology

• Digital Technology

• Optical Communications

• Mobile Communications

• Systems Integration, Test & Evaluation

821
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COMMUNICATIONS SATELLITE
RC DEVELOPMENT PROGRAM BASIS _A_"_

• NATIONAL AERONAUTICS AND SPACE ACT OF 1958

...Space activities_shall be conducted so as to contribute materially to...

(4) The establishment of long-range studies of the potential benefits to be gained from, the
opportunities for, and the problems involved in the utilization of aeronautical and space
activities for peaceful and scientific purposes;

(5) The preservation of the role of the United States as a leader in aeronautical and space
science and technology and in the application thereof to the conduct of peaceful activities
within and outside the atmosphere;..

• COMMUNICATIONS SATELLITE ACT OF 1962

"...The National and Aeronautics and Space Administration shall...

(1) Advise the commission on technical characteristics of the communications satellite
system;

(2) Cooperate with the corporation (Comsat) in research and development to the extent
deemed appropriate by the administration in the public interest;...

(4) Consult with the corporation with respect to the technical characteristics of the
communications satellite;.."
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RC

1960

1962

1962, 1964
..

1963

1964

COMMUNICATIONS PROGRAM

HISTORY

ECHO I LAUNCH
• 30m balloon
• First live, two-way voice via satellite
• First oceanic transmission by satellite

COMMUNICATIONS SATELLITE ACT

• Formalized NASA R&D support

RELAY I, II LAUNCH
• Carried two 10 W transponders
• Demonstrated live television transmission around the world

SYNCOM II LAUNCH

• Demonstrated station keeping and orbital control principals
• First use of range/range rate tracking
• Demonstrated utility of continuous coverage
• Model for Domsats and four generations of Intelsats

ECHO II LAUNCH

• Proved feasibility of radio transmission
• Demonstrated effectiveness of Earth station equipment
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RC

1964

1966

1967

COMMUNICATIONS PROGRAM

HISTORY (Cont.)

SYNCOM 111 LAUNCH

• Demonstrated acceptability of 0.5 second delay
• Proved out rocket, spacecraft and communications

technologies for commercial use

ATS-I LAUNCH

• Electronically despun antennas
• Demonstrated multiple-access voice
• Provided facility for testing new applications

ATS-3 LAUNCH

• Mechanically despun antennas
• Hydrazine propulsion for station keeping
• First ground-airplane communications
• First color photo of Earth
• Operations support of Apollo missions

RC

L

1969

1973

1974

COMMUNICATIONS PROGRAM

HISTORY (Cont.)

ATS-5 LAUNCH
• Introduced K-band transmitters

• Propagation measurements of fades
• Demonstrated high speed teletype for maritime application
• Measured spacecraft charging in eclipses

SATELLITE COMMUNICATIONS R&D
DE-EMPHASIZED BY NASA

ATS-6 LAUNCH

• First body stabilized communications satellite
• Introduced L-band communications

• Introduced 9. I m multi-frequency antenna
• Demonstrated direct broadcast TV (DBS)
• Provided millimeter wave propagation package
• Tested data relay satellite technology
• Demonstrated networking and data collection using small

Earth stations
• Introduced real-time TV to Alaska

GOt -3



RC

1976

1978

1978-1979

1979

COMMUNICATIONS PROGRAM

HISTORY (Co l,)

CTS (NASA/CANADA) LAUNCH

• Advanced body stabilized design
• Lightweight, folded solar arrays
• 200 W, 12 GHz TWT
• Demonstrated broadcast and thin route services to VSAT's

NASA DIRECTED TO RESUME ADVANCED
SATELLITE COMMUNICATIONS R&D

LONG RANGE PROGRAM PLAN
ESTABLISHED-BEGINNING OF EXTENSIVE
NASA/INDUSTRY INTERACTION ON SATELLITE
COMMUNICATIONS

GSFC COMMUNICATIONS WORK FOR OSSA ELIMINATED
• Lewis designated lead center for satellite communications
by OSSA

• JPL gets propagation program
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RC
COMMUNICATIONS PROGRAM

1980

1984

MID 1980s

LATE 1980s-
EARLY 1990s

1991

1991

HISTORY (Cont.)

PROOF-OF-CONCEPT TECHNOLOGY DEVELOPED
FOR ACTS

• Mobile satellite concepts studied

ACTS PROJECT INITIATED

MSAT-X (Mobile SATellite eXperiment) AND OPTICAL
COMMUNICATION DEVELOPMENT INITIATED

• MSATX technology and field experiments program
initiated (JPL)

SATCOM DEVELOPMENT PROGRAM BROADENED

• MSATX technology and field experiments completed
• JPL work transitioned to mobile and personal uses at Ka-band
• Work begun at Lewis and JPL on high temperature

superconductivity
• ACTS system CDR in i 990

CODE SC PROGRAM IN SATELLITE COMMUNICATIONS
DISTRIBUTED AMONG CODES SE, RC, AND C

CODE RC/OAET BECOMES THE FOCAL POINT FOR
COMMUNICATION TECHNOLOGY DEVELOPMENT AT
NASA
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ADVANCED COMMUNICATIONS TECHNOLOGY
SATELLITE (ACTS) PROGRAM
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RC
!

COMMUNICATIONS PROGRAM

APPROACH:

• IDENTI_ _CHNOL_Y NEEDS THROUGH STUDmS, _TU_ MISSION
_QU_MENTS AND GUIDANCE _OM THE SSTAC AND SPACE
COMMUNICATION S_RING COMMI_E

• __ THE _N_RS WITH THE BEST CAPABILIT_ AND
FACILIT_ FOR THE 1DENT_ED _CHNOLOGY A_AS

• DEV_OP A C__A_D PR_M USING I_U_ _OM

CEN_RS AND NASA H_UARTERS

• ESTABLISH PAR_ERSH_S B_EN THE CENTERS, _DUS_Y,
UNI_RSIT_, AND OTHER LABO_TOR_

• BASE PR_M _-I.EME_S DEMONS_ LABO_TORY
PE_ORMANCE OF COM_NENTS_ADBOARDS

• F_USED PR_M ELEMENTS HA_ ADVANCED B_SSBOARD
DEMONS_ATION WHICH IS THE FIRST S_P IN CON_IBUTING TO
TECHNOL_Y T_NS_R, AND WHEN APPROPRIATE, PARTICIPATE
IN COMMUNICATIONS _IGHT EXPERI_NTS

• _ANS_R _CHNOL_Y TO _E USER _R DE_LOPMENT OF
OPE_TIONAL _IGHT SYS_MS

I

!

mg

w
m

m

g

i
I

m
q

1il

i

._____

J

W

Rc COMMUNICATIONS PROGRAM

% C_TIC_ ENABLING COMMUNICATIONS _CHNOL_ AM PROVIDED
ACCO_ANCE WI_ THE LONG _NGE P_NS OF THE NASA USER

COMM_ A_ U. S. _DUS_Y THAT _:

• M__ U_. PREEMINENCE IN SPACE COMM_CA_ONS
TECHNOLOGY

AND ENABLE THE DE_LOPM_T OF THE FOLLOW_G _CHNOL_I_:

• HIGH _ COMMUNICA_ON _OM "20 GHz TO _ GHz

• MOB_E SA_I_ COMMUNICATION FOR _RONA_IC _D

PERSONAL USE

• O_CAL COMMUNICATION FOR NEAR _RTH AND D_P SPACE

• HIGH SPEED DIGITAL TECHNOLOGY FOR AUTONOMOUS ONBOARD

PR_ESSING AND COST E_CI_T GROUND _RMINA_

, GROUND-BASED SA_LI_ COMMUNICATIONS SIMULATOR AND

TESTBED
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RC
COMMUNICATIONS PROGRAM

WORK BREAKDOWN STRUCTURE

I I
=1 -ITechnology Technology

TWT/IIV'rA -- Adv_l

MMIC
-- SiNcc-Ba_l

Adv_ -- Gcolnd-Baaezl

T--Imolo_ lammon

Solid SuucRFDUcau¢

i Commun|cailons L P CommunTcltlons-Worl_Ing ]

Program I .... _ Group (to be formed by Is:...... ,_.d__.t)_..... j

I ............ !

I

= Itilk ilolif

LauoDiedm

_- TnlnmlUuen

Receiv_a/
Dewcmn

Wide-Band
FJl=ccoacs

S)._ms

I_l_lrEanll
Sylmu

I
Mobile I

Communtcmion I

- Mei&_.

-- ACTS Gnx_l
Temi_l

-- AC'I_ Ac.mme_
Cm=. F,wrm_

-- AC1"$14ulm_e

S¢_ Co_c

I Ir .... .i .....

Iniellriliell, T¢I I
ud lvlltmtimt [ !

I

_zrmm ",
I

-- Act5 Imafc_z_¢ i
._ L. Cmmz_ial
Otllll-I_x) Sllcitil

-- LinkEvaluauou
Terminal(lET)

-- laudTmmmdTom
ecd(M'rTU)

RC
COMMUNICATIONS PROGRAM

ORGANIZATIONAL CHART

I

GSFCop_d Communk*dom
hx Near Earth (FSDD)

Transmitters lind
Rr.cciv©n for OlmcM
Communica_

I

JPL

-- ACTS Mobile

I Code RCDivision Director

I

i Program ManagerCommunications

C_nmun_ _msnm
-- Mobile Con_nunic_6oe_

Tcchnoiogy D¢_.iolmw_i

Communications Prollnunn

I

LaRC

High Po_cr Lu_
c_l_ rotolxi¢_
Communications

!
.... -[ Group (to be formed by

[ ...... en_d_il__il_ ..... .,

I

= "rw'r Dcv¢loimte_t

-- MMIC Rcsclrch

-- Anmnna/MldlC Advanccd
Dc_iopment Imd
Technology Inscnio_

-- Solid Sm_ RF I_._

-- Digiud Tcchnoio|y Pmlpim

-- ACTS Gmued Terminal

D_ioem_
-- Sys_m imelPradoe. Tern

and EvMuaooe
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STATE OF THE ART:

COMMUNICATIONS PROGRAM

RF Technology

TW'1"s

MMIC Phau_dArray
MMIC AmFlifi_r

MMIC Modules

Solid Smm T_clumiogy _u
Dma Rme

Digilal Technologies

Digiud S_¢hin_6nbomd Modulation
s_, Coding/din

Mobile Communication Technololff

Mebilc Sys_m

Optical Communkation

Pov,_r"lh'ansm_w.tand R,,w,.ivers

Sy_emi Intesration, Tesl A Evaluation

Omund-_ued Sm_ll.- Comn_
Simubm¢ and T_d

Today

7-I0W outputm Ka-band(32 GHz)
5 W ompm at60GHz
21 ¢_menL 5 W, 15% P.A.K

0.5 W Ka-lmM amplifier

Labomu_ modu_s av_i_b_, _kx _nc
falxicad_n in place, _rr, e S c6u mod_es

_nM_vc with TWT Ku-band, _i0 W

300 IVlbps,ACTS: II0 Mbps. m'd_r wi_
'rv-3_ps. Spec_-9.6Kbp,

ICe-bMd 9.6 Kbl_ 22 dBi
Low ixofik: u'scking an_ema
Mo_k Pt_JomdSysmm

High premix _¢hnologies dcmm_u.lled,
e.g.o350 roW, 5% elf. laser. No sys_m or
flighx demo.

one_ ope.rmm_

Goals

20-50 W - 50% eft. (Ka-band)
20W - 40% eft. (60 GHz)
50 ekments, 180 ° coverage
5 W Ka-band amplifies
i W 60 GHz amplii'Jex

High eft., long lifcdmc(ISY)
ImSGbps

-i Mbps; Speech-2.4 Kbps
KHz flame me

L & Ke-band mo_ satellite comm
Aeronautical sysU_m conu_unicauam

10Obps, 30 Kb_ m 3.5 AU

Two and du_ wJrminal
de.moos_

i r 7 I n ml

COMMUNICATIONS PROGRAM
RC

I III i

Pro lected Needs for Future NASA Missions

__7__ _I ....... ,j...........
P,F TechU_Olff

11-94GHz TW_;

MMI_s

MMIC subm'ayWamys

S&id smm miu_av¢
ccm_x_enu

Incwcm¢_lcft'_cie_y, high ourpm power,
high ediabilip/, small _i-- *mJ _igh_

Ord_ o_ ma_mi_le _lucdo_ i_ si_ wd
_ighi _ _av_ ¢b'cuiu'y,
_eliabilily, muldple beam,ekcm0micaliy
scgnnedlml_

Incur.wed IPdn/dm hue, increased scanning
p_mmanc_comm_unicmio_ symem
conneclivip/, radumced rr,liabili_/, and Iovmr
costs ,, _ s_-,"andweillu.

$_mdle_,lilhu_, aua_ eff'_cle.m._afid mine
dcv_¢g sm_k.r_nk_ad_ sys_ms
with rcdoced pow_ mqui_rnea_; Ka-I_md
solid _ power amplifier

]

CRAF, Cassini, Lung'/Mars e_ploral:ion.
Sp_ce Suuio_ _ Observe_, EOS, ,rid
_ommacial app_

M*n Rom, Lunar_mu:_law.u_y n:la)_,
EOS, imeala_elli¢ communicadoemlinks,
Cosmic Microwaw Backpound
Meamutme.ms

Mission-m-Phu_t-Eanh, Sp*ce Suutiem,
Missiowfrom-Pbnm-Em'th, STS, _mmm
syilems for _id _ sys_ms and
l'uu_dand mobik _ _.rminals

¢xptorad_; Six_c Sunon;
convnum_ commun_auon_ Commerchd

w_ small q_rlume Icnninals

...........
Bandwid_ *nd pow_r-efficiem
modulatio_ endcoding

Onbo_rd signal processing,
swi|ching, rou"ng and
amormamm mm_k r.am_M

High speed circmts

Bandwidth e.ff_iencies >!.7 bps/Hz; Powe_
elT_ciencycomparableto BPSK;
Spce..-based, rrad-dm_ video/daB
disnibudo_

Inc,_,r, ed cemnecdvily and dam nuts to 800
Mbps;

WKleband c_:_u_micsfm high-speed
opucal and RF communicatio_

Lung/Mars ©xplorado_; $1_c¢ Smt_on;
comme_ial communicatioos; Conunc_Jal
way small apenme lerminals

_al communic*tio_s

Mars Rover.Lunar_n_rplancu_yndays.
imcrsa,-Ilite conmmnicat_ms links.
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RC
COMMUNICATIONS PROGRAM

..... T___L.?_k__.c h_*Y_g.'_ ___
Op/icul Communiailiom

High power and high data rau_
semiconductor diode I_

Pro iected Needs for Future NASA Missions (Cont.',

....... n__._i_re___.;..................... _Mip_i_on.............

High sensidvi_/, high
ba_lwidth &_wcs

Poin_rack amc.nnar

Syslem integrmlkm, Tesl & Evslualiee

SslcUi,," Conununicadoe

Sysu::m Simulalor and Tcstbcd

for sysl_m experimentation

improved communicalions data ra_. nngc
of communicado_ and overall data

handling capabliily [or data communicadoe

syslems

High capacily and dau r_s fo¢
inersat_lli¢ optical links; rr.Auced powc_r,

siz_ _ weigl_ requizcrncn,s

Reducinj[ si-", weight and power,
¢liminaung risk of anumni depioymcm,

unfmtmcm, ¢limiM6ng issucs of C_n:qu_ncy

allocadon, cTowcl/ng
......................... l-

Maw Rover, LunarAnierplanctaO, relays,
int_'saiclliu: conununica6ons links, Cosmic

l_,_cmwavc Backoound Mca.su_rnents

Lunar/Mars exploradoe; Space Sta_.;
Mars Observer, EOS, and comn_iaJ

applications

NASA data relay sysJem (ATDRSS) using
GEO x-links.

CRAF, Cassini, Lunar/Mars ¢xplondion,

Space Sladon, Mats Observer, EOS,
A'rDRSS. Lunarfmlcrplanetary relays.
intersatelli-" communications links, and

commercial applications

Dcmonsmue Mvw-.ed comixmcnu,
subsys_ms and nc, wock archi¢ctures. Tcsl
sad cvlduale components and subsysu_ms

for NASA and iedusn'y space operations
commercial programs. Evalua,," effects

of annospheaic and p_pag_on
disturbances, imerfcrenc¢, noise
non-lineaurides, salclli¢ motion and

hardware and symm imperfections on

....................... __ _ ffsje_m_rf_o,____n__._ .........................................

Mobile Communicafims

Advanced. high risk Mobile Increased Ic..mirm] data tales, spccmd and Maintain U.S. preeminence in Sa,,-Ili¢

Satellite Communications power cfl'_ency, and improved robusmess Communications Technology. Expand
(MSAT) technoloj[ir.s indic fading channel, applicadoas ofd_ _chnoiogy. Support

advocacy of ©ffccdve sp¢cu_ udliza_m,

indusu'y dev¢lopmeal, and public ufray.

=.,...

COMMUNICATIONS PROGRAM
RC

Needs For Future Commercial Satellites:

" • Onboard demodulation/remodulation (regeneration) for low and high rate
transmissions (from ! Kbps to 2 Gbps)

• Onboard multichannel demultiplexing and demodulation

• Stationary and hopping multiple beam transmission

• High power SSPA's for Ku and Ka-band

- High efficiency burst HPA for TDMA Earth terminals

• High efficiency Ku and Ka-band TWTA

• High reliability, long life (15 years) TWTA, MMICS, SSPA

• Steerable Ku and Ka-band flat plate antennas

• Improved channel coding and coded modulation (3-5 bits/Hz)

• Source coding and bit rate reduction (i Mbps for TV and 2 Kbps for mobile
communications)

C01-9
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RC COMMUNICATIONS PROGRAM
m,,

ACCOMPLISHMENTS:

• Demonstrated the first Ka-band (32 GHz) TWT with 10 W output power and
35% efficiency

• Demonstrated fastest Viterbi Decoder (225 Mbps) for data integrity

• Demonstrated the first Ka-band (32 GHz) 075W MMIC amplifier

• Demonstrated the f'ust Ka-band MMIC Phased Array Antenna with 7 waveguide elements

• Developed a small (< 5 Kg) optical communications breadboard transceiver

• Demonstrated phase-tracking coherent optical receiver using stabilized NdYag laser
that operated at 10 pW received power

• A 50 Mbps direct detection receiver has been completed; a 220 Mbps device is in
fabrication (to be completed in 1991)

• Demonstrated the fast L-band mobile satellite terminal on terrestrial vehicles and aircraft

• Developed and demonstrated the first satellite communications systems simulated testbed
which operates at Ka-band (one terminal in operation)

• Developed a high burst rate (110 and 220 Mbps) TDMA ground terminal for operation at
Ka-band in supports of ACTS (will test the uplink power control feature)

• Developed and patented a novel, highly efficient, and fade robust digital/speech
modems
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nc COMMUNICATIONS PROGRAM

PROGRAM MILESTONES:

.RE ZcImla_
• Brassboard demonstration of a Ka-band TWTA with 20W input, 7W output - 1991

• Demonstrate a Ka-band IW MMIC amplifier with 10 dB gain
and 35% efficiency - 1992

Di2ital Technology

• [_monstrate 300 Mbps Information Switching Processor - 1994
• [_monstrate a 728 channel multichannel demultiplexer demodulator - 1995

_C,.gl £:omm unicat ions Technology

• Demonstrate a 2W Monolithic Active Grating Master Oscillator power amplifier
with I GHz modulation - 1993

•Demonstrate IW 1 Gbps diode pumped Nd doped laser - 1992

• SCOPE breadboard test, 100 Kbps coherent receiver demonstration - 1991

•Systems Testing and Evaluation of Optical Communications Flight-Like Package, 650
Mbps, 200W, 250 Ibs. - 1993

Mobile Satellite Communications

• ACTS Mobile Satellite Experiment using active array antenna - 1994

• ACTS Mobile Aeronautical Experiment - 1993

$y_emslntem'alion. Test and Evaluation

• Demonstrate two and three terminal network experiments - 1992
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RC
COMMUNICATIONS PROGRAM

RELATED NASA PROGRAMS:

• Office of Space Operations Code O
($22M in advanced system development)

Tracking, orbit determination and navigation

Spacecraft to ground communications, telemetry, and command

Data handling and processing

Network data processing and productivity

Station controls and system technology
ATDRSS*

• Office of Commercial Programs

- Advanced Systems Studies
CCDS in Communication

• Office of Space Science and Applications - Code S
- ACTS

* separate funding, not part of advanced system development funding

...,¢,

v

RC
COMMUNICATIONS PROGRAM

NON-NASA PROGRAMS:

• R&D program at SDIO

RF Communications

Optical Communications

- 60 GHz and terahertz communications

- Laser communications

• Naval Research Laboratory

HTSC component development for radar and communication systems and subsystems

o.

• Air Force/Space Communications R&D

Rome Lab - Communications up to 90 GHz

Phillips Lab - Focal plane array signal processing

• DARPA - Submarine Laser Communications

• Martin Marietta/McDonnell Douglas/TRW/Ball Aerospace

Major programs in Laser communications technology

C01-11
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ac COMMUNICATIONS PROGRAM

($,M)

Existing Program

NASA and Commercial
Satellites

Resources Breakdown FY92 Only

RF Comm. Technology

Digital Comm. Technology

Optical Communications

ACTS Mobile Terminal

Mobile Comm.

Technology Development

Satellite Comm.
Advanced Research

FY92 FY93

20.4* 21.8

7.4

2.4

4.3

3.3

0.5

2.0

Includes resources for HQ service support and prosram reserves
II

FY94

21.2

PY95

22.0

FY96

23.1

FY97

24.2

tc COMMUNICATIONS PROGRAM

cA

NASA COMMUNICATIONS
FACILITIES

001-12
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RC
COMMUNICATIONS PROGRAM

NASA COMMUNICATIONS
FACILITIES

v

N/_AGSFC Communications Facilities

Electro-Optical 30 Inch ]'racking Telescope
I&T Cleanroom

Goddard 1.2m Optical
Research Facihty

Ultrafast Laser

Development Lab Semiconductor Laser Lifetest Lasercom Testbed

C01-13



Electro-Optical I&T Clunroom • The Eleolro-Opt_al Inleorallon _ Test Cisanroom Is u_ed for the test and assembly of p'_ion oplicat

_nStr.ments. The photograp_ shows the testis 0 of the Laser GEO(:lynamCs SatelHle (LAGEOS). The assembly and lasting el me

Optical CommunCaUons Right System 0emor_Vat_l and Development (FSDD) ap_tatus will be con0uctnd in this racily.

Goddard Optlcll RaselrGh Faclllly - The Goddard Opucal Research Facility (GORF) is an optical laser utell_ Ixacking faolity. Located

five miles rlor_ ot the God0ard campus, the facility features snort pulse O-swilct)ed high power three o_or Nd lasers, streak cameras,

eleClronk: fUel:err equipment anO computers for COhOS;ring research and Oevelopment o! laser t_ar. _ and lasor communoc_t_Jruz

;xojec_s. University, cMlian and defense Government and industnid personnel use the GORF for cooperatNe research efforts.

GORF has recently conduoled laser rang|ng experiments to the LAGEOS salel/he (see above).

1.2 meter Tracking Telelcope - The 1 2 meter Trackin9 Telescope emp_ys e couOe o_icaJ syraem with a focal ratio o_ f,'28.3 and an

arluivalenl focal length of 21 meters. An indaxal_e mirror within _ pier at _ cootie room level permits the I_g_lt bundle to be qu_cJdy

redirected through any one of e0ght ports lo eight possil_e experiments. The enlbe movable Structure rides On an azimuth ak basnng.

Precision roller bearings are used for the elevation axis, Each axis is equipped w_th a directly coup4ed torque meier, lachomelar and

22-_t d_dat s.haft angle en(_er The system is contro4led from in optical (_'zsole in the oOmpoterl£_zo] ro_n, For astelMe

Ua_Vang, a computer generates teleSoope pointing oommands in reid time from polyrrorniids clas_ril_ tho salellite's pei, ition.

Ullrafsst Laser Development Laboratory - The Llltrafas! Laser Development LabotafoJry is one of five op(t(:at laboralohas In the Goddard

Photon¢ Branch. The efforls in Ibis laboratory are aimed at cOnsir_'_ pk:osecend diode pump_ _ state lasers lot

communicalJons, laser rangmg and IKlar. The laborafo_y has an Ar0on-ton pumped Ti:Sapp_re laser as an altemakve Iuna_e

cliagnosbc pump source.

SemlcOndt_tor Laser Lnalest - Godda_d has constructed a seml-automatsd Se_r Laser LMetast fad|try. The facility &lfowe INI

simultaneous mo.,_torlng of the polarization, power, wavetrOnt and spec_id WoperUes.ot 22 sen'_ond,aO_ tas4mL The oleclroolc

drb'ers allow operation el 50 mA 100 MHz squareweve modulation at constant DC current. The lifetast was CO_KJ On several

leading laser verck_rS lasers over e three year period (1987-1990). The fifetast fac_ty was recently placed in sfocage pending laser,

laser dlivet, cleanroom and computer upgrades.

Laser Communications Testl_d - Goddan:l is in the process of construc_ng a fuey operational 625 M_s L.aser _n_cat_ons TastOed

in an off-site c_an room ladlity. The p,-o]ect, c,aJl_ the Opbcai Communical+ons Fkght System DernonslralJon and Develq_nent

(FSDD), will provide herilaOe fo spacefl_ht experiments and opera_ns in the nthelles and is axpeclnd lo be completed in 1994.

JPL COMMUNICATIONS DEVELOPMENT FACILITIES

MESAANTENNARANGE MMICDESIGNLABORATORY ADVANCED CRYO-ELECTRONICS
LABORATORY

OPTICALCOMMUNICATIONS
DEVELOPMENTLABORATORY

LASERTRANSMITTER
DEVELOPMENTAREA

INTEGRATEDOPTICAL
COMMUNICATIONSTESTBENCH
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JPL COMMUNICATIONS DEVELOPMENT FACILITIES

,r...-

CLOCKWISE, FROM UPPER LEFT:

MEBA ANTENNA RANGE: THIS RANGE PROVIDES ANTENNA TESTING FACILmES FOR FLIGHT PROJECTS AND RESEARCH AND

DEVELOPMENT PROGRAMS AT JPL. THE RANGE HAS 5 OUTDOOR FAR-FIELD RANGES WITH LENGTHS FROM 200 TO 3300 Ft" IN

ADDITION, THERE ARE TWO ANECHOIC CHAMBERS, ONE OF WHICH CONTAINS PLANE-POLAR AND CYLINDRICAL NEAR:F|ELD
SCANNERS, A LARGE RADIO FREQUENCY VOLTAGE BREAKDOWN CHAMBER IS ALSO AVAILABLE FOR TESTING COMPONENTS

UNDER DEEP-SPACE ENVIRONMENT

MMtC DEBIGN LABORATORY: THIS IS A COMPUTER-AIDED DESIGN (CAD) FACILITY FOR DESIGN AND DEVELOPMENT OF MMIC
_MONOLITHIC MICROWAVE INTEGRATED CIRCUIT) DEVICES. MMIC DEVICES DESIGNED HERE ARE FABRICATED AT A
COMMERCIAL MMIC FOUNDRY AND TESTED AT JPL THiS CAPABILITY ENABLES JPL TO UTiLiZE MMIC TECHNOLOGY IN FUTURE

SPACECRAFT DEVELOPMENT,

ADVANCED CRYO-ELECTRONIC8 LABORATORY: THIS LABORATORY HAS FACILITIES TO CHARACTERIZE MICROWAVE DEVICES

AND COMPONENTS AT CRYOGENIC TEMPERATURES. PRESENTLY, NOISE AND SCATTERING PARAMETERS CAN BE MEASURED
FROM 0.8 TO 40 GHZ IN THE PHYSICAL TEMPERATURE RANGE OF 300 TO 12 KELVIN THE LABORATORY ALSO HAS THE

CAPABILITY OF EVALUATING THE RF AND NOISE TEMPERATURE PERFORMANCE OF COMPONENTS AND DEVICES DOWN TO A

PHYSICAL TEMPERATURE OF 1.5 KELVIN.

INTEGRATED OFRCAL COMMUNICATION5 TEST BENCH: THIS TEST FACILrr'I' EMPLOYS BOTH REALISTIC-SIZED ELECTRO-
OPTICAL SYSTEMS AND GENERAL PURPOSE ELECTRONIC AND COMPUTER SUPPORT SYSTEMS TO PERMIT THE EVALUATION OF

OPTICAL COMMUNICATION TECHNOLOGIES iN AN INTEGRATED SYSTEM SE'I_tNG SPATIAL ACQUISITION AND TRACKING

HARDWARE AND ALGORITHMS ARE THE CURRENT PRIMARY FOCUS, PARTICULARLY TECHNIQUES FOR TRACKING EXTENDED

SOURCE (EARTH-IMAGE) BEACONS.

LASER TRANSMn'I_R DEVELOPMENT AREA: THIS AREA FACILITATES THE DEVELOPMENT OF HIGHLY EFFICIENT SOLID-STATE

LASER DESIGNS SHOWN IS A PULSED, GREEN ND:YAG LASER THAT PRODUCED 340 mW OF OUTPUT POWER DESIGNS

DEVELOPED HERE ARE TRANSFERRED TO CUSTOM-DESK;NED MOOUt.ES FOR SPACE-ENVIRONMENTAL TEST_G

OPTICAL C,QMMUNtCAllONS DEVELOPMENT LABORATORY: MANY OF THE BASIC DEMONSTRATIONS OF OPTICAL

COMMUNICATIONS TECHNOLOGY TAKE PLACE IN THE OPTICAL COMMUNICATIONS DEVELOPMENT LABORATORY. THE
LABORATORY OCCUPIES 1300 SQ FT AND HAS LIGHT-TIGHT CURTAINS WITH INDEPENDENT LIGHT CONTROLS TO PERMIT

PARTITIONING THE ROOM INTO FOUR SEPARATE BAYS:

Langley Communications Program Facilities and Capabilities

_jm ; -

SemJconOuClC, r Laser Te=4mg Aulomaled Laser Eva_ual_n Syslem

OplJcal Components
Development Laboqal(xy

S C Laser Optcal
CharaclefJzal_n Sy$1em

G_ Transcerver Desagn Lab

R F Antenna Design
anO Test Fac_ly

CO1-15



LANGLEY COMMUNICATIONS PROGRAM AND FACILITIES

Lengtey Researc_ Center _ Program er¢l Facilities are mairdy in the area of optical communicat_ns concerning the
development Of t'dgh pow_ _or lasers, the demor_Uation of these laser in-house davek_:)ed optical communicatio_

transceNers and a Ixogram in FIF arderwa development end tasL_g

power s4_iconductor laser tasting is perforrmd in-house at Langley Researcll Center in the Infatuation Systems _¢_'1 of the
Information Processing Technology B_anch's Photonics Lab_alory. Wtthin this laboratory exists the capal_ty wi-ach is utilized to fully
characterize the epical and elactro_c Wopertzes of high power lasers. In additon there is a companion capability to fabrk_e GigaHertz

data rate optical tran.._1_ers used to deterrnale the stability and performa_ of high power lasers being develot:Nl_ for optical

communication app4ications.

Within the Photordcs Laborato_' is an Automated Laser EvakJation System which performa power-cczrrent, wavelength- current. _Nidth,

relative intensity noise and othere tests as a furclk)n of temperature in a Wogrammed manner which can be set by the user of the

system. Once the perameterization of the tests are entered into the computer the engirwzer can walk away and come back with a _te

data set stored in the compeer in data Iorm for his use in report wrP,_lg.

A Giga_ Transce_er Design Laboratory exisls where high speed printed c_cuits are _ that utilize the latest _ speed GaAs

integrated cbcu_s for ckk,ing the lasers or for detecting the uensn_tled optczd erruss_n. A complete line of capably e_sts from

mu_pdexer, drNer, conlr_ and regu_t_0n funct_0ns to detection, _ance amp_lmr deserts, linear amplifiers, clock recovery and
damuhip_eser des_l.s have been demonstrated.

Optica_ _0mpo_nts _lopmenl Lakx_atory looks at v=ious optical isolators, lens, attenuators, mirrors and mounting systems for use

in optical systems for evaluating lasers and measuring thek properties as weg as designing systems for use in oplk_l con'vlaJr',_t_o_
applications.

The Semiconductor Laser Characte_izason Syslem is used prin_Uy in looking at col_renl communications applicalions where laser

linewidth stab_ity as a function modulation type. opticat feedback effects and _ lefm stability of the lasers. In concect with these tests

and evaluations of _h_olh stab_y is a measummenl of the relatNe Intens_y noise of the _ wtach idso quartzes the ably of the
laser to perform in a stable manr_r in vat.us modula_on and _ feedback conditions.

The R. F. Antenna Desmgnand Test Factty is used for testing _ate ....RF cornrwJnP._t_ns antenna for the AFE spac4_aft. A cand_ate
antenna m shown in the Low Frequency Antenna Test Chand3_ k_cated in AMRB of the GCND at Langi_.

_r SPACE ELECTRONICS DIVISION
M,w_ _ ¢=,e=.,

Lewis Space Communications Faci!i!!es ,
TWT modification for multi-

Systems integration, and stlge de_eued
evaluation test bed collector s_s_ =

22' x 22' Near
field planar scanner

Solid state material=

ASIC design lab -:
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L_TJ SPACE ELECTRONICS DIVISION L__=_,,
II

Lewis Space Communications Facilities

Si_O|pA¢i T(C_,WO_I_I¢ wlArcro4L4rf

Lewis has numerous specialized facilities and equipment for research related to space communlcatiorm. The

total capability occupies approximately 25000 square feet end has s replacement value Of about $21 million.
Several of these facilities are shown In the following charts. The broad diversity of these facilities is Illustrated

by the examples on the accompanying chart.

• The Systems Integraflon, Test end Evaluation Lab is a unique, end-to-end space communication link

simulator. The facility Includes the satellite portion of a space communications channel, as well as several
ground terminals, combined Into a communications network under computer control to present an accurate

model of a satellite communlcalIons system. The test facility's flexibility allows the performance of system-
level experiments, evaluation of advanced system design concepts, component perlormance, hardware end

soltware, and networking and control technology.

• Lewis has six laboralorles for developing advanced digital hardware and software for space

communications applications: CAD and ASIC Design Lab, Artificial Intelligence and Expert Systems Lab,
Neural Networks Lab, Digital Signal Processing Lab, Mass Data Storage Lab, and the Digital Development

Lab. The ASIC design lab shown in the photo Is used for schematic capture and simulation of digflal logic

circuits for implementation in wire-wrap or mulU-iayer printed circuit boards with discrete chips,

programmable logic devices, semi-custom gale arrays, and full custom VLSI circuits.

• The 22' x 22' near-field planar scanner (illustrated) is one of four stale-of-the-art facilities making up the
LeRC Microwave Systems Laboratory (MSL) in Building 7. The MSL supports experlmenlai Investigations In

the Antenna Technology Program ranging from MMIC device characterization and printed circuit (palch)
radiators sludles through sub.array, array/array feed and large reflector system level testing. The other

facilities include the recently Automated Far-field Lab, the RF Characterization Lab (packaging and char-

acterization of MMIC and SI_JC devices) end the Optics-in-Arrays (OUt) Lab.
• The TWT Efficiency Enhancement Laboratory was designed and built by LaRC personnel, and provides

NASA with a unique measurement capability that has enabled the agency to achieve a leading role in this

field. The computer-aided measurement systems permit comparative delerminations of tube paramelers
end efficiency optimization over a wide range of operating conditions.

Numerous solid state research facilities include laser ablation facilities for the deposition o| super(on-

ductors end other electronic materials, Test end Evaluation Facilities for MMIC Circuity, Cryogenic Micro-

wave Test Facilities, and a Solid State Materials Characterization Lab (picture). Dr. J. Pouch carded out a
measurement using the surtace analysis unit, which can pertorm Auger, ESCA, end SIMS mealmrements.

Other branch facilities permit convenUonal Hall Effect measurements at temperatures from 1K to 50OK,

optically modulated Hall effect measurements, and magnetization measurements to a few degrees K.

r Rc COMMUNICATIONS PROGRAM

NEW AREAS FOR AUGMENTATION REQUESTED:

. HIGH RATE COMMUNICATIONS - PROGRAM START - 1993

• OPTICAL COMMUNICATIONS FLIGHT EXPERIMENT
PROGRAM START - 1994

• COMMERCIAL COMMUNICATIONS SATELLITES TECHNOLOGY
PROGRAM START . 1993

* COMMERCIAL COMMIW_CATIONS EXPERIMENTS
PROGRAM START. 1994

CO1-17



INTEGRATED TECHNOLOGY PLAN

OPERATIONS TECHNOLOGY PROGRAM
INFORMATION & COMMUNICATIONS TECHNOLOGY

JUSTIFICATION

High Rate Cpmmunlcaflonl Are Needed To Enable
Effective Utilization Of Advanc4KlScience Senem's..
• Lower mass, power and volume communications

systems are needed to increase mission sdance
payload

• High rate communications are needed to
enabte:

- Advanceddeep space _ (So4arprobe,MRSR,
Neplune and UranusOdo_er

- AdvancedEanh-orb_ingmissions(EOS-B, SIRTF,
AdvancedTDRSS)

- Space explorationmtss_ns (lunarsurface nlis_ons,

m_n,< lu,,,,w,dM_ m_on,) I HIGH RATE COMMUNICATIONS i

MILESTONES
• 1994 - Demonstrate an electronic power

conditioner for 60 GHz TWT

• 1995 - Demonstrate a 60-waft traveling wave tube
amplifier breadboard at 32 GHz

• 1995 - Demonstrate breadboard coherent optical
transponder

• 1996 - Demonstrate a multibeam MMIC sub-
array at 20 GHz

• 1997 - Demonstrate an ultra-fast laser diode
module for optical communications

• 1998 --Demonstrate a phase-locked two-
dimensional diode array

OBJECTIVES

Technology development is required to support
advanced
deep-space and near-Earlh missions requiring
transmission of high data rates (t) between planetary
surfaces and spacecraft and (2) between spacecraft.

Technology areas of interest are as follows:
- OplicaJ Corrcnunications
- RF Communications
- Digital Communications
- Communications Systems Integration

RE,SOUR_S

Budget(l,M) 1_ mS) 199,1 1995 I_ lWJ7

CURRENT 5.0 5.2

STRATEGIC PLAN _ 6

"g_ 3 X BUO_T Pt.AN --: 5.3

• Basis for Estimate

Augmentationneeded to l_ovide high rlU communications
systemsneeded to satisfylulum missionrequlremen_

5.4 5,6 5.8 6.0

7.9 12 15 20

7.1 9.8 12.5 18.0

BflrEGRATED TECHNOLOGY PLAN

OPERATIONS TECHNOLOGY PROGRAM

INFORMATION & COMMUNICATIONS TECHNOLOGY ] F

JUSTIFICA_'I]ON

• Mission Needs

- Auto_mous aoquisaion,t_ and beam p_n_n0
_. - GIN:_scommunicationslinkcapabilitytot relayof data

from ,_lmments suchas symhe_caperture radars
- Enrm,',.c_d_ relay inthe near-Earthenv_nmenl

• Missions
- ATDRSS (GEO Mler-r_loHlte)
- STS (LEO inler-saJellite)
- GEO to-ground
- LEOqo-gmund

O_EClWES

MILE_._

• 1994 - GEO terminal system level CDR

• 1995- GEO terminal subsystem integration

• 1996 - LEO terminal system level CDR

• 1997 - LEO terminal subsystem integration

• 1997-GEO terminal launch

• 1998 - GEO terminal oparatJonal readiness

• 1999 - LEO terminal launch readiness review

Programmatic
Developanddemonstrate highdata rate (1 Gbps)
communicationslinks 1o_bout intersatelSie and space-to-
groundalmlications

• Technical

- Reliableone-watt lase_
- Idlcm-radianpo_ng accuracy
- Pulr,e-positi_ modu_on poi_ng
- SermlJvewidebandrecetvem

Io.+, oo+,o+!FLIGHT EXPERIMENTS

Oud0a ($_1)

CURRENT

'93 STRTE_dC PLAN

• 3 3 X BUOGETP_N

19_ lS93 11194 199G 1996 1997

2:1 2.2 2.3 2.3 .....

-- 6.0 15.5 20 22 19

-TED START YR.-

Basle for Estimate

Au0memadonneeded to validate Ihe perlormance of needed
lechnok_y _ an opiated space emmonmem
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INTEGRATED TECHNOLOGY PLAN

OPERATIONS TECHNOLOGY PROGRAM

INFORMATION & COMMUNICATIONS TECHNOLOGY I
JUSTIFICATION

• Service needs

All areas of commercial communications satellite
services can greatly benefit from new
technologies which increase the utilization of
available frequencies and bandwidth and more
efficiently transform satellite power into RF
radiated power with higher information content.
By exploiting the unique vantage point of space,
new global communications services are
possible, extending to the personal level.

I SATELLITE COMMUNICATIONS ITECHNOLOGY

• 1995 - Innovalive new mobile and small fixed Budget ($,M)
terminals developed.

System level MMIC's developed.
• 1997 - Active phased array antenna developed

using digital beam forming; breadboard
optical processor / router developed

• 1998 - Advanced mobile temdnal components
developed

• 1999 - Proof-of-concept optical beam forming
network completed

• 2000 - Complete development of advanced
onboard communications processing
and routing subsystem

Programmatic

Develop new and enabling satellite and ground
technologies to the level needed to remove the risk to
the industry of introducing new communications
services which will benefit mankind.
Technical

- Active phased array satellite antennas
- Bandwidth and power efficient modem, coding,

and onboard routing end processing systems

t_D 19Q3 1994 1995 1_ 1_7

CURRENT 10.8 12.5

'_3 STRATEGICPLAN m 8.8

'933XBUDGETPLAN 3.9

• Basis for Estimate

13.1 13.8 14.5 15.2

9.8 11.7 12.1 12.6

6.0 9.0 9.4 13.0

Augmentationis neededto acceleratecurrenttechnology
developmentwo,'kandbegin new enablingtechnoio_es in
responseto growingselvlceneeds and opportuniti4_in the
preasr_o o( intemabonelcomnIjnkcalionscompetitionand
linked naturalresources(orbitspace and irequency
spectrum).

INTEGRATED TECHNOLOGY PLAN

OPERATIONS TECHNOLOGY PROGRAM
INFORMATION & COMMUNICATIONS TECHNOLOGY

,LU_TJEC,AXJO_

• Service needs

All areas of commercial communications satellite
• services can greatly benefit from new technologies

which increase the utilization ol available
lmquencies and bandwidth and more efficiently
transform satellite power into RF radiated power
with higher information contenL By exploiting the
unique vantage point of space, new global
communications services are possible, extending to
the personal level.

terminal technologies.

JSATELLITE COMMUNICATIONS I

J EXPERIMENTS J

• 1995 - Test and validate land mobile technology

• 1996 - Test and validate Nero/maritime mobile
technology

• 1997 -Test and validate high power, high efficiency
TWTA Test end valida!e direct broadcast audio
receiver

• 1998 - Flight validate active phased array antenna

• 1999 - Test and validate onboard digital

processor/router

• 2000 - Test and validate personal communications
technology

O_EC'rlV_
• Programmatic

Develop and implement relevant space
communications systems, both satellite and ground,
which contribute to improved services lor the public
benefit, and promote the development of selected
technologies to the point of commercial acceptance.

• Technical
- Active phased array satellite antennas
- Bandwidth and power efficient modem, coding,

and onboard routing and processing systems
- Mobile and Exed service communications

Budget (S,M) 19_ 19o4 1996 tgcJ6 t_7

CURRENT

1|3 STRATEC_CPLAN 5,4 12.7 21.7 27.4 29.5

I '933 x BJOC_TPLAN - TBD START YR.-

. Basis for Estimate

Augmentationis needed to extend the developmentof new
communicationssatellitetechnologiesto the levelof
readinessIor validalionatthe syslem level and topedorm
thevalidationon the ground or as a Ilightexpertment.

CO1-19



RC COMMUNICATIONS PROGRAM

PROGRAM MILESTONES WITH AUGMENTATION

RF Technolo_'
• Brassboard demonstration of a Ka-band TWTA with 20W input, 7W output - 1991

• Demonstrate a Ka-band IW MMIC amplifier with 10 dB gain
and 35% efficiency - 1992

• Demonstrate an electronic power conditiioner for 60 GHz TWT - 1994

• Demonstrate a multibeam MMIC subarray at 20 GHz - 1996

• Test and validate direct broadcast audio receiver - 1997

Digital Technology

• Demonstrate 300 Mbps Information Switching Processor - 1994

• Demonstrate a 728 channel multichannel demultiplexer demodulator - 1995

• Test and validate onboard digital router - 1999

• Complete development of advanced onboard communications processing and routing
system-2000

Rc COMMUNICATIONS PROGRAM

P_,." _.;_.AM MILESTONES WITH AUGMENTATION ConL

f :.':,_(_C;_mmunications Technology

• L'e,,,onstrate a 2W Monolithic Active Grating Master Oscillator power amplifier
with 1 GHz modulation - 1993

• Demonsu'ate IW 1 Gbps diode pumped Nd doped laser - 1992
• SCOPE breadboard test, 100 Kbps coherent receiver demonsu'ation - 1991

• Systems Testing and Evaluation of Optical Communications Flight-Like Package,
650 Mbps, 200W, 250 lbs. - 1993

• Demonstrate breadboard coherent optical transponder - 1995
• Demonstrate an uhra-fast laser diode module - 1997

• GEO terminal launch - 1997
Mobile Satellite Communications

• ACTS Mobile Satellite Experiment using active array antenna - 1994

• ACTS Mobile Aeronautical Experiment - 1993

• Innovative new mobile and smallfixed terminals developed - 1995

•Active phase array antenna developed using digital beam forming- 1997

Systems lnte_ation. Tesl and Evaluation

• Demonstrate two and three terminal network experiments - 1992
• GEO terminal subsystem integration - 1995

g

W

n

m

Z
g

i

J

g

i

m

W

I

g

U

W

g

= ,=

15

I

g

B

C01-20 --
¢



w

RC COMMUNICATIONS PROGRAM
r i

KF_,SflU.ILC,_($,M)

Existing Program

NASA and Commercial
Satellites

Augmentation Requested
,93STRATEGICPLAN 6.0
('gJ_ XnUDCET_AN_ tS.Jj

High Rate
Communications

Optical Comm. Flight
Experiment

Commercial Satellite

Comm. Technology

Commercial Satellite

Comm. Flight Experiment

* TBD START YEAR IN 3 X BUDGET PLAN

|

FY97

24.2

20.0
(18)

19.0
(*)

12.6

(13.0)

29.5

(*)

=

RC
COMMUNICATIONS PROGRAM

, , , I II

SUMMARy;

• THE COMMUNICATIONS RESEARCH AND DEVELOPMENT PROGRAM
HAS HELPED CREATE THE CURRENT COMMERCIAL CAPABILITIES
AND SATISFY THE NEEDS OF THE CIVIL SPACE PROGRAM

CURRENT U. S. LEAD IN SATELLITE COMMUNICATIONS IS
THREATENED BY VIGOROUS FOREIGN INVESTMENT IN SATELLITE
COMMUNICATION TECHNOLOGY

• THE LIST OF NEEDS WHICH THE CIVIL SPACE TECHNOLOGY MUST
RESPOND TO FAR EXCEEDS THE PRESENT TECHNOLOGY PROGRAM

• VIGOROUS INVESTMENT IS ESSENTIAL TO SATISFY U. S. NEEDS IN FUTURE
COMMUNICATIONS TECHNOLOGY

-- C01-21
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COMMUNICATIONS PROGRAM

APPENDIX

Additional Technical Information on
Program Elements
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RC
ELECTRON BEAM TECHNOLOGY

Develop high efficiency microwave Traveling Wave Tube (TWT) technology for
space communications in the frequency range of 8 GHz to 94 GHz

High frequency mm wave TWT's with increased efficiency, high output power, and
high reliability with small size and weight. Order of magnitude increase in deep space
data rate. High DC to RF efficiency. Ability to use uncrowded portion of the RF
spectrum. Relatively low risk technology.

Deep space exploration and science missions: CRAF, Cassini, Lunar/Mars
exploration, Space Station. Mars Observer, EOS, and commercial applications

TECHNICAL CHALLENGE

• 20 year lifetime with high reliability
• High (>50%) efficiency over wide power range at Ka band
• Improving electron beam transmission
• Reducing cathode heater power
• Multistage collectors
• Reduction in mass and volume

• Improved reliabilRy of high voltage power supplies

RC
ELECTRON BEAM TECHNOLOGY

APPROVED BUDGET FYgl FY92 FY93 FY94 FY95

LeRC (KS) 2084 2025 2150 2200 2250

MA.IOR MILESTONES

FY 1991
FY 1992

FY1993
FY1994
FY1995

Preliminary demonstration of high efficiency 7 W, 32 GHz TWTA
Delivery of engineering model of 10 W,38% efficient, 32 GHz TWTA
for Cassini

Demonstration at CW operation of 40% efficient, 75 W, 60 GHz TWT
Completion of design of a high power, high efficiency 32 GHz TWT
High efficiency 60 W, 32 GHz TWT demonstration

AGENCY THRUST Primary: Science/Operations
Secondary: Exploration

CENTER LeRC MISSION CRAF/Cassini, Mars Rover,
Lunar/Mars exploration; EOS

ADEOUACY OF RESOURCES

Internationally recognized researchers with unique computational and laboratory
facilities; good t'mancial support

CURRENT STATUS Technology readiness level: 4/5

C01-23 ,



ZAET_ HIGH-EFFICIENCY TRAVELING WAVE TUBE AMPLIFIERS
FOR DEEP SPACE COMMUNICATIONS

_ _¢4y_lR_4anr _w_ Roe4atch C_m_

[ IRI H

ACCOMPLISHMENTS
• WORLD CLASS TWT EFFICIENCY

ENHANCEMENT PROGRAM

• APPLICATION TO MARS OBSERVER
X-BAND COMMUNICATIONS LINK

• 7 - 10 WATTS OUTPUT 32 GHZ TWTA WITH
20 WATTS INPUT

l

IB

!

!

BE

U

Ii

PROGRAM PLAN FOR CASSINI
• JOINT EFFORT WITH JPL

• 35% TWTA EFFICIENCY DOUBLES SeA

• LERC DESIGNED COLLECTOR AND SLOW
WAVE CIRCUIT

IMPACT
• ENABLES EXPLOITATION OF 32 GHZ

BAND FOR DEEP SPACE

• TRIPLES DATA RATE FOR CASSINI;
PERMITS TRANSMISSION TO EARTH
OF ALL DATA FROM MISSION
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Z_F_ HIGH-EFFICIENCY TRAVEUNG WAVE TUBE AMPUFIERS N/ A
a/_d_ _W_M_ 1141fCTOLUIII

FOR DEEP SPACE COMMUNICATIONS
LJ_ Rese_a;h C4nlw

Ongoing programs at t.eRC Gontlnue to provide the technologlu needed for high-efficiency millimeter
wave treveflng wave tube amplifiers (TWTA'e) for planned NASA deep space mlaelons.

A ourrent obJecthm of this effort Is to develop, In a contractual" and cooperaUve effort with Hughee Nrcrefl
Co., I very Idgh-effl_, high data-fate "rWTA operating In Ka-band (32 GHz) for the Ceeelnl MilliOn tO
Satom planned for launch In 1998. The required RF power output of the tube (TWT) Is 2' watts, while the
DC Input power to the electronJo power oondlUoner (EPC) cannot exceed 20 watts. Achlavlng INs
_onnance goal wffi manually douMe _ efficiencyof _end TW'rA's presently avalla_ el
power level In order to accomplish tills Ilgnltlcent Increase In efficiency, ieverM LeRC-developed
tecimologtas Involving computer-aided deelgn and experimental development efforts are Incorporated
Into the TWT. These advarmN Inetude Improving the Interaction between the elecb'on beam and the
elecVomagnello wave as wall as maxlmJzlng the recovery of energy In the spent electron beam.

An edvenoed helix Interaction eecUon with • LeRC-deelgned dynamlo velocity tepee (DV'r}, Is • feature of
the TWT. This"tapedng"resultsInbetter synchronization between the elrcutt wave and electron
bunehel than m be reellzed with • constant helix pltoh. Further, the dulgn of • hlgh-efficlemN
muitistage ¢lepre4med _otleGtor (MDC) Is ello oontrlbuted by Lel_C. In addition, during the tabdGatlofl
process,the MDC electrode surface8 will be treated at LeRC usldg an In-house-developed process to
suppr_se_ondaryeleouonamhnnon.

Thep_rem _ condudawiththe da.v_ of fourtufly-fun_onal Engineering ModelTW_eaT
one Breedboa_ MOd_ EPO. Coordination wUh JPL _e produced pac_glng and _sting r_ulrenmn_
for the hardwaredaUvwedfrom thb ruear_ anddevelopmentprogramto be• suttableImmediate
pr_P,,_or forthe developmentofaflight model_#TA for the CeeelnlMlaslo_
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L,,I_F'_ 60 GHz TWT FOR INTERSATELLITE LINKS _L._A
Lewis Romrch Center

MJIOSJ_JCET[CM_X OGyJl[¢ ;_Mt"
II

• DEMONSTRATED PULSED PERFORMANCE 59 TO 64 GHZ BAND
75/30 WATTS, 40% EFFICIENCY

• ENABLES MULTI-GBPS RATE mm WAVE LINKS

• EPC DEVELOPMENT PROGRAM IN PROGRESS BY AIR FORCE WITH
NASA CONSULTATION

w

CD-91-55391

100

80

60

4O

20 -

o I I I I !
63 64 65 66 67 68

EK = -19.3 kV EK = -19.3 kV

(_EA:+3kV [--] EA = 0V
I K= 0.073 A I K = 0.059 A

FREQUENCY (GHz)

]
uJ

69

L

L.-

_,;,;G;_-,,;¢# fll_Oe f/II_l¢lr_LIl'l_

tl,

LeRC is also developing technology needed for the application of 60 OHz TWI"• for multi-
gigsblt/ascond Intarsatalllta communication links. The TWTa being developed under

contract by Hughes Aircraft Co. employ • coupled cavity slow-wave structure with a two
step velocity taper •nd• LeRC designed Isotropic graphlta MDC.

The goal of the Contract Is the fabrication of TWT= capable of producing 75 Watts of RF
output power over • frequency band of 59 to 64 GHz with in overall efficiency of 40% with
a coupled cavity TWT. The major technical challenges •re aasocisted with having • large
bandwidth and • high efficiency. Testing of the first of two TWT'e has vedfied the basic
circuit design and collector design. Saturated output power of 75 W was echleved over 4
GHz of bandwidth. Using the 4-stage graphite collector, a depressed collector efficiency of

93.9% was estimated from pulsed data, in good agreement with the computer prediction of
94.3%. This tube has two limitations that minimize the value of further processing. There
ere large gain variations due to • high mismatch In the output section, 30 to 50%. The
output match degraded due to difficulty repaidng • vacuum leak. Also, the beam focusing
could not be Improved beyond 90%, which made CW operation Imposslbis. The overall
Tw'r efficiency measured was only 32%, well below the design goal of 40%, due to the
excessive electron beam Interception. Had the design value of 2% beam IntarcepUon been
achieved, the overall TWT efficiency would have been above 40%.

Based on the test results of the first TWT, Hughes plans to make no modlflcaUons to the

design of the second TWT except the previously planned alternate collector design. Though
there is concern over the cause of poor focusing, there Is not enough data to support a gun

design change at this time.
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RC MMIC RESEARCH

Research and development of MMIC technology for NASA missions and commercial
applications. Activities address frequencies from Ku-band to W-band. Power output
goals are on the order of hundreds of milliwatts. Achievable power-added efficiencies
are near 30%, and noise figures .5 dB at 30 GHz to 3 dB at 90 GHz.

PAVOWS
Order of magnitude reduction in size and weight of microwave circuitry. Increased
reliability due to reduced pans count and interconnections. Enabling for multiple
beam, electronically scanned antennas, thereby eliminating the need for mechanical
steering of such antennas. Ka-band yields higher gain, permitting either reduced
antenna size, or reducedtransmitter power.

BENEFITS
Beneficial to missionsutilizing high gain, highly directive antennas. Examples include
Mars Rover, Lunar/interplanetary relays, large radiometers such ason EOS, intersatellite
communications links, and spacephysicsexperiments such ascosmic microwave
backgroundmeasurements.

TECHNICAL CHALLENGE
• Improved performance (efficiency, gain, noise figure)
• Development of more effective designtechniques for Ka-band and higher

frequencies
• Transition of technology to system�subsystemdemonstrations
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RC MMIC RESEARCH

'lb,

MAJOR MILESTONES

FY 1992
FY 1992
FY 1993
FY 1994
FY 1995

AGENCY THRUST

FYgl FY92 FY93 FY95
2084 2025 2175 2200 2250

V-band, 250 mW MMIC amplifier
Ka-band, 250 mW MMIC amplifier, 15 dB gain, 50% efficiency
Ka-band, 1 W MMIC amplifier, 10 dB gain, 35% efficiency
W-band monolithic low noise receiver with 3 dB NF

Demonstration of HBT-based MMIC incorporating digital and RF functions

Primary: Operations
Secondary: Science

LeRC MISSION Mission to Planet Earth

Lunar/Mars exploration
Commercial Applications

ADEOUACY OF RESOURCILg

World class researchers, research results of excellent technical quality, funding
sufficient only for level 4 development

CURRENT STATUS Current technology readiness level: 3/4 for 32 GHz

2/3 for higher frequencies
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L'_ SPACE ELECTRONICS DIVISION
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Ka-BAND MMIC POWER AMPLIFIER

GaAs/AIGaAI 2x10 18 4S0

OaAs ?x19 111 7p ,Jj

GoAl ZMtQ 111 $0

GoAl Undoped l_rn

Pseudomorphic double HEMT with

doped channels, device structure

32 GHI _8_go MMIC power amplifier (2.emm x 1.2ms)

• Record performances achieved in

efficiency, gain, and power
Ks-Band MMIC amplifier performance • First 3-stage MMIC's st Ks-Band

o.'o .s,ngpseudomorphicHEMT
material

L I (_m) I (n_va,) [(d8)[ (%) I (Gas) [
• Twenty matched MMIC amplifiers

i 3 I 50-100-250 J 1. I 23 I 30 ] 31 fl supplied to JPL for one-dimensional

I 3 I100-_ I 390 116 I 25 I 29 | phased array demonslration

I ' I '= I " I es I I al/" Follow-on contract by JPLwithtl

I ' J 800 / 710 / 4.2 I 25 I 31 / for seventy MMIC amplifiers for
two-dimensional Ks-Band phased
array

c_lo_ama • Forty five high performance Ks-Band
MMIC'I delivered to LeRC

MaOPI_ mCMJ_OOY IagCNNUW L_ _ C4mJee

I llil I

The objective st ¢]izim program Lm to dealonetrate the feasibility of monolithic Ks-bend empZitiezl for
apace application, 8_¢itLo gomlm ere to produce m nonolith[¢ 3-mtage eaplLtisr vLtlz st leaut 3SO
nW power output end greeter tban 3St power-added efficiency. _ollovlnQ fabrication of Lnit|el
monolithic modules, s major _o81 Is to desonstrate tJleLr perfonsanoeln a lUblyete_/breadboerd
enviromimnt. This last eotlv/ty vii1 be oarried out in ©ollaboration with one of the lyltem
technology oz_anisationa _n the agency.

The mo_t; ilgllitL_lnt technolog/oal challenge LI the ¢oJ_bLned power and ettLc|ency goal. Zn order to
achieve thin perforsancm, the contractor has utilised an /nnovative double heteroJunction pseudomor-
phL¢ itructure. Bach s etrurturs features two eorLvs channels of ZnGaAo with GaJ_J butter layer8 on 8
Gill IuJbltrlt¢. 5_11@InGS_l layere ChiP.nell oonts_h approximately 22t In_ result/rig Ln s aoderete
lattice miasatch which1 h88 been ehovm to be stable at the thicknesses involved hers, and providing
better chemic contmlnaent vithi_ the active channel, as yell in bettor mobility _ saturation
velocity.

The contractor, Texas Znetrunenbe e hem tested various mater/elm utr_cturne (channel thLc_a,
Loping levels), devLom guonetr/ee, and enplit/er designs to arrive st a near optimised vereion at a
linear 8mplLfLmr. NaJor eoh/evaente /noluded the development of individual f/old e_te_t tremu/etorg
(FiLl'e) vLth the requirmd mttLoienoy and power handling _apability, JI yell ss the abLILty to
simulate the porfontanoe o¢ the full multistage oLrcuit0 The modeling becomes i_z_ciculerly orifice1
for power uplLtierl_ where devices Ire being operated in a slightly nonlinear lode. & im_or
achievement ot t.be program has been the development ot hon!/near models vhioh accurately describe
device perfonlanre under thole conditions end thereby p_r_Lt design of Lnteratage hatching networ_J_
which ere critl¢81 to the perfozlanom o_ the multistage ohipm.

To date, the contractor has achieved record perfornance of over 700 mw at 2St efficiency In 8 l-
etage amplifier, 390 nW of power at 35t efficiency in s )-stage module, and 190 OH Of power with 33
dB of gain and 3Or sttioimncy in a miler 3-mtagS chip.

In the routes of the contract, close liaison with 3PL hal been maintained end amplifiers were
supplied for tear in • breadboard array antenna st _PL. In a related procurement, 3PLhae p_rchaaed
seventy amplifiers for further developeent of • two-dimensional ez_rey. Additional chipe have been
supplied to the antenna development progreu et LeRC for use in array deaonetratLone v_th potential
for use In &CTS experiments.

In onQoing york, the contractor Is revising the baeic F_r deeiqn. He Is ettemptin_ to develop en
insulated gate device which viii perlait qreater power-handling capability. In addition, a revieed
anpl/fier design viii operate me 8 Cleon B module, thereby significantly [ncraaeing nodule
efficiency. Present program goals call for nodulem wl_h 250 e_ Of Power with set eftL¢|ency and 1
watt of output power with 35t power-added efficiency.

Technical Contacts Dr. E. Hauglsnd_ LeRC (316) 4)3-351&

C01-27



ANTENNA/MMIC ADVANCED DEVELOPMENT
RC AND INSERTION TECHNOLOGY

]_tZS£.0.gE
Development of advanced Ka-band MMIC and system level integrated circuit (SLIC)
devices. Insertion technology development leading to MMIC subarrays/arrays for
commercial and NASA missions

PAYOFFS
Ka-band arrays/array feeds offer potential for: increased gain/data rate, increased
scanning performance]communication system connectivity, enhanced reliability, and
lower costs at lower size and weight.

Antenna systems for commercial satcom systems and fixed and mobile earth terminals,
enabling antenna technology for Mission-from-planet-earth, radiometers/radars for
mission-to-planet-earth, and high data rate communication systems for STS and space
station applications

TECHNICAL CHALLENGE
• Bridge gap between lab environmcnl, proof-of-feasibility MMIC devices and large, active
sub-arrays/arrays ultimately qualifiable for space applicalions by:
- System-specific advanced MMIC and system level IC (SUC) development for Ka-band
- imenion technologydevelopment (device packaging; oplical fiber links for device control and RF data
disuibuti0a within anay ('opfics-in-anmys'), efficient printed circuil radiators anddevice-element
coupling techniques)

• Develop devicesand re'raym'chile.ctmes/co_'igurationsfor multiple beam arrays

RC

APPROVED BUPGET

LeRC (KS)

M_IOR MILESTONES
FY 1992

FY 1993

FY 1994
FY 1995

ANTENNA/MMIC ADVANCED DEVELOPMENT
AND INSERTION TECHNOLOGY

vv92 _ vY94 EY_
1900 2000 2050 2100 2150

_tion of optically controlled l x 4 Ka-btnd MMIC _barray

Demonstration of POC 4 x 4 30 GHz active MMIC anay (Texas insL)
[knums_tion of optically fed Ka*band 2 x 2 MMIC tubarray
Active MMIC arrays demonstrated in ACTS aeronautical experiment: 32 element, 30 GHz
transmit array (Texas intl.); 16 element (GE) and 23 element (Boeing) 20 GHz w.ceive arrays
Complete development of IraKa-band systean level IC (SLIC) phase shifter
Demonstrate 20 GHz MMIC multiple (4 beams) scanning beam 2 x 2 subanay module

AGENCY THRUST Primary: Operations; Secondary: Science

CENTER LeRC MISSION Commercial communications, Mission-from-

planet-earth, Mission-to-planet-earth/EOS, STS
and Space Station communications systems

ADEQUACY OF RESOURCES

Strong, experienced staff with excellent skill mix, outstanding ties with MMIC
development community, outstanding laboratory and computational facilities,
sufficient funding for focused R&D at proof-of-feasibility/concept level, but
insufficient for flight qualification/experiments

CURRENT STATUS Technology readiness level: 3-4
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Z'_TJ Ka-BAND MMIC INSERTION TECHNOLOGY

30 GHz MM/C SUBARRAY APPLICATIONS

NASA
LOlL _ C_rd_

1
I, ,,"_ _ . _\ ACTS

"'(..), ._..J ( e=. _,-"J _,_[-,,,

LUNAII I MAltS EXPLOILAT|ON SENSOIIS ' " '_' f

..................... ..i t
• .,.. q' w, "_ / \ _-_--_

aoGH,MMICsusARRAv "-.... f / \
TEXAS INSTRUMENTS CONTRACT '., ( ACTS AEIIO EXPERIMENT I Illlml_\

NAS325718 _ *. I[_RCIROME I AISIMII_TAIt J _ FIXED EARTll

______.,. "'. I,,,I / \ TE.MINAI_

" 1\/
co_,_,,_,,,E_,,,_,,..,,,: _.,- p;777DT_ ".. _ t,
•.o.,,o.-,..o,<,.,,. . Uoo• 4"ll1 PHASE SHmFTER AND ¢O_Sl_i GAIN • DESIGN i _EAOGOARD •

AMPLIFIER AT EACH ELEMENT INVESlIGATIO4¢S COMPLETED 6e --

• FUCLY MOOULAR SUBARRAY DE$_N ENABLING • COMPLETION IN M&HCH 12 • MOBIl E TERMINAl S tJ;;;;;;;
ASSEMIBLY INTO LAR_.e_{q AItRAY,_ ( i _[_I4IH5 EAHLY ) •

• i Im_lll i illl _IMD CI

u ..,c ,.s.t,o.
•,,o.,,. ,,=_,o.,,w©,o,,,. 30 GHz MMIC SUBARRAY APPLICATIONS Levm nete, uch Cen_

i

Ka-band MMIC arrays have long been considered as having high potential fc¢ increased communications systems capab_ in
terms of scan performance, data rate and connectivityat reduced size, weight and power consumption. Increased tenability(via
graceful degradation) and lower cost have also been projected.

The 16_lemant 4 x 4 30 GHz MMtC subarray presentlybeing developed under Texas Instrumentscontract NAS3-25718 is one
of tim most ambitiousMMIC insertion programs yet attempted. The array features a high density,multilayer .ilk)"oo_6guraUon
integrating thirty-two 30 GHz cl'ups. The radiating elements are cavity becked, aperture coupled microstrippatches. Beam
steering and distributed power amplification is provided by a 4-bit ptu_sesr.fter and a constant gain arn_r at each radiating
element. The power amplifier is a d_rectdescendant of an eadk)r LeRC sponsored TI MMIC amplifierdeve_opmantcontract.

Excellent progress has been made on this contract, initiatedin March t990, with all key component and breadboard testing suc-
cessfully completed. A final design review is scheduled at LeRC in June. Contract completion is now scheduled fo_ March
1992, six months earlier than originally planned.

This 30 GHz transmittingsubarray is one of the keys to the ACTS Aero Experiment now Jointlybeing planna_'by the Space
Electronics Divisionand tt_ ACTS Project Office. This expadmant willdemonstrate a duplex voice link from a Les_t alto-art
platform via ACTS to an earth terminal. The 20 GHz receive arrays willbe prov_ed via "add-on"tasks to existing Rome
Labs/Mitstar MMIC phased array development contracts (dual award) to GE and Boeing. The resoorces Ior these arrays are
being provided jointlyby the ACTS Project Office and the Mi]starProgram Office. Automatic tracking within the limitedscan
range of the arrays willbe provided by an open loop tracking systemtying the aircraft inertial navigation unit to the arrays beam
steering computer.

The successful conclusion of the TI contract will be a significantmilestone in the insartlon of MMIC devices in fully modular tile-
type subarrays. In addition to aircraft terminal communication systems such as demonstrated in the ACTS Aero,Expertment,
Ka-Band subarrays of this type will enable high data rale links in commercial .commqr_,ationsatellitesystems; fixed and mobile
comsat earth terminals;NASA lunar and Mars exploration missions ('Mission From Ranad Earth'); active (radar) and passive
(radiometer) microwave sensors in the EOS and GSRP misskx_s ('Mission To Ranet Earth'); and Space Station and STS
communication systems.

FOR FURTHER INFORMATION CONTACT:
D_. Charles A. Raquet, Chief/Antenna & RF Systems Technology Branch - FTS 297-3471
Dr. Richard Q. Lee, Technical Manager for TI contract NAS3-25718 - FTS 297-3489

May 1991 \ PROG913\ HQ RDWC1
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BENEFITS - Ka-BAND
MMIC ARRAYS

HIGH POTENTIAL FOR.

• INCREASED COMMUNICATIONS

SYSTEM CAPABILITY -

SCAN PERFORMANCE

DATA RATE

CONNECTIVITY

ml

REDUCED SIZE. WEIGHT

AND POWER

• INCREASED RELIABILITY

• LOWER COST

Ka-BAND MMIC INSERTION TECHNOLOGY

30 GHz MMIC SUBARRAY DEVELOPMENT

TEXAS INSTRUMENTS /NAS3-25718
_L

_._&_._-_._-_ , o3o"

7 -'

1.30"--"

NI A
Lew4. Re 14hi=r,./t Cemw

I --_1- 1

16 VARIABLE PHASE SHIFTERS

16 CONSTANT GAIN AMPLIFIERS

II

m

i

i

u

SUBARRA Y FEATURES

• HIGH DENSITY MULTILAYER "TILE" CONFIGURATION

INTEGRATING 32 30 GHz CHIPS

• APERTURE COUPLED. CAVITY BACKED PATCH

RADIATING ELEMENTS

• 4 BIT PHASF _4TROL OF EACH PATCH ELEMENT

• 1 mW INPU" : I 1.5 W TRANSMIT POWER

• FULLY MOD_JL_ _OBARRAY DESIGN

• HERMETICALLY SEALED SUBARRAY HOUSING

ACCOMPLISHMENTS

• KEY COMPONENTS DESIGN AND BREADBOARD

TEST!N G SUCCESSFULLY COMPLETED

APERTURE COUPLED PATCH

MMIC CARRIER PLATE ASSEMBLY

BEAM FORMING NETWORK AND TRANSITIONS

• PHASE SHIFTERS FABRICATED AND CHARACTERIZED

• ASIC CONTROL CHIP DESIGN COMPLETED

• FINAL DESIGN REVIEW - JUNE 199!

• SCHEDULED COMPLETION DATE ADVANCED

6 MONTHS TO MARCH 1992

=,lq_OOll13 I I_I_RO F
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_._ Ka-BAND MMIC INSERTION TECHNOLOGY
30 GHz MMIC SUBARRAY DEVELOPMENT

Ka-band M_aIc a-_av=have long been considered as having high potential kx Increased _lons systems _ In
terms of scan Denormance, data rate arid cocm_ at reduced size, weight and power cor_. Increased re_mb_ (via
gracefui (_¢uradatk.,vl)and _ cost have _ beofl pro_ed.

The 16 eie_ 4 x 4 30 GHz MMIC subarr-aypre_ _ _ _ T_ Instrumentscontract NAS3-257'18 is one
ol the_most arnbitm MMIC Insertion programs yet atlempled. The proof-o/-cx:n_ array features a high ckmsity,multiaym"
"tile"configuration Integrating thirty-two 30 GHz chips. The radiatingelements are cavity backed, aperture coupled, ineady
polarized mictostrtppatches. Beam steadng over a +/- 30 degree cone and distri0utedpower amplificationUB provided by a
4J0it phase shifle,"and a constant gain amplifierat each radiating elemet¢ The power ampifmr is a da'ect descendant ¢4 m
earlier LeRC_-_11MM__ comrac¢ :The em_y will generate i.5 watts ot vans'nit power with 1
milliwa,ofInputpoww.Thesuberrwdas_ isluUymodular._ theassem_ofseveralsubarra_sIntoebrgerwrey.
The subarray housing wB be hermeticaly sealed

Exceaentprogre,hasbeenmadeonUtscontract,b_matedInM_ 1_0, with_ compk_ o_thedean andbread-
board tesfir_.3 of key components. These_mdude _ aperture coupled, cavity backed patch radmting elements, the MMIC
carder plate a3_,emb_y,and beam fom_ network slructures and lr_. The phase shifter=have been fabricated and
charBCtenze- a,;d _.x)kvery good, exhibitinge 3 db lowerinsertionloss than exix_c_ed,along with excellent phase InaBdly. An
custom AS+C c_9',o_chip has been designed with a special feature iMlidl is expected to eliminate Bmplifier transclentIxoblems.

A final desw _ :-i_+,_,,v;_--._led for _ of 19g-1. Conb'ac_completionis now scheduled for March 1991, six months
earlier than cx._ . '. J-_,'_:l.

Following contracto,-_._.+,'-q the subarray wi_ be tasted in ihe LeRC Microwave Systems Laboratory (MS); _ In O
small ACTS fixed earihlemdoal experiment; and then installedin the NASA Lear_l for the ACTS Aero Experknet¢

i'OR FURTHER INFORMATION CONTACT:
Dr. Charles A+Raquet, Chief/Antenna & RF SystemsTechnology Branch. FTS 297-3471
Dr. Richard Q. Lee, Technical Manager for 11 contract NAS3-25718 - FTS 297-3489

May 1991 \ RROG913\ HQ_RDWF
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30 GHz MM/C XM/T ARRAY I

TWO 4 x 4 TEXAS
INSTRUMENTS SUBARRAYS-
LeRC CONTRACT NAS3-25718

20 GHz MMIC RECk' ARRAYS (2) I

GE AND BOEING ARRAYS WmF
ARE "ADD-ONS" TO EXISTING
ROME LABS / MILSTAR ARRAY
DEVELOPMENT CONTRACTS

ACTS AERO EXPERIMENT

_ ACTS

L/NK EVALUATION(LET)
TERMWAL

Ill

EXPERIMENT FEATURES

• ELECTRONICALLY STEERED

MMIC ARRAYS:

• LEAR JET AIRCRAFT PLATFORM

• FULL DUPLEX VOICE LINK

• OPEN LOOP BEAM STEERING

OBJECTIVES

• DEMONSTRATE I EVALUATE MMIC ACTIVE PHASED ARRAYS ON
AIRCRAFT PLATFORM

DEMONSTRATE FULL DUPLEX VOICE & DATA AT 2.4, 4.a AND 9.6 Kbp"

EVALUATE ANTENNA STEERING I AUTOMATIC ACTS BEAM TRACKING

MEASURE A/C-TO-E/T LINK PARAMETERS: BER, Eb/No, QUALITY, etc.

• DEMONSTRATE I EVALUATE ACTS TECHNOLOGY

EVALUATE PERFORMANCE OF ACTS SCANNING BEAM IN TRACKING
AERONAUTICAL TERMINAL

EVALUATE EFFECTS OF ACTS WIDEBAND TRANSPONDER ON LOW
DATA RATE SIGNALS

ACCOMPLISHMENTS

Q LeRC SPACE ELECTRONICS DIVISION /

ACTS PROJECT OFFICE PLANNING

TEAM ESTABLISHED

• EXPERIMENT OPTIONS DEVELOPED

• ROME LABS I MILSTAR COMMITMENT

TO EXPERIMENT OBTAINED FOR

20 GHz RECEIVE ARRAYS

t PItOGtt3 t NO lid el

The 4 x 4 30 GHz Texas Instruments MMIC subatray (NAS3-25718) is one of the keys to the ACTS Aero Experiment now

IoinW being plannsd by the Space Electronics Division and the ACTS Project Dire•. This experiment _ demonstrate and

evaluate MMIC active phase arrays on II Lear_et aircraft platform. Ful duplex voice and data links at 2.4, 4.8 and 9.6 I_

from fhe aircraft terminal via ACTS to the ACTS link av_uafion terminal (LET) will be demonstrated. The expedme_ will

avaluate_ antenna steering and automatic ACTS beam tracking as wel as ink performatce aS measured by BER, Eb/No and

voice quality. It will also demonstrate and evaluate ACTS technology including the pedormance Of ACTS scanning heaths In
a tracking aeronautical terminal and the effects el the ACTS wt:leband transponder on low data rate signals. Automatic

tracking within the limited scan range of the arrays will be ptovlded by an open loop tracking system tying the aiccraft

navigation unit to the arrays beam steering computer.

A 4 x B array consisting Of two edjoi_lng 4 x 4 Texas Instrume_s suberray= will form tbe 30 GHz transmitting antenna. The

20 GHz receive antenna will be provided via "add.on" tasks to existin 0 Rome Labe/Milstat Program Offce IntegratedCirctJt

Active Phased ArrayAntenna (ICAPA) contracts(dualaward) to GE and Boeing. Each contractorwilldevek_ a small20

GHz MMIC receive array appropriate lot the experiment; each array will be flown s_patatety with the TI 30 GHz tral_=nttt array.

This "add-on" task approach is very cost effective since the lylMIC devices developed by GE and Boeing for the 20 GHz

milimn/band are sufficiently Ixoao'band to be used for the a_ commercial 20 GHz band as wel, and thus adcr_or_

MMIC device development is not required. The resources for b_e "add-on" GE and Boeing arrays ate being provided jointly
by the ACTS Project Off'me and the Milstar Program Office. ,Nilarrays (TI, GE and Boeing) will be available in time tor the

ACTS experiment period beginning in 1993.

The LeRC Space Electronics Division end ACTS Pro_ct Oflice Ptannlng Team is WasenUy woce_ with davel_

detailedpmns and schedules for array installation on the Leatje(, for array co_o_ and interface systems and for baseband

equipment. One oplic_ being considered may make use Of apptopriatb subsysten1_ Of the JPL ACTS MobS• Terminal (AMT)

Iora portion of me experiment window.

FOR FURTHER INFORMATION CONTACT:

Dr. Charles A. Raquet, Chief/Antenna & RF Systems Technology Branch - FTS 297-3471

Robed J. Zakratsek, Array/A_craft Integration Coordinator for the ACTS Aero Experiment - FTS 297-3487

Dr. Richard Q. Lee, Tectmical Manage_ for 1"1contrac_ NAS3-25718 - FTS 297-3489

May 1991 \ PROGgt3 \ I-_ RDWOI
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SOLID STATE COMPONENTS FOR SPACE
RC COMMUNICATIONS SYSTEMS ©_'_'

8JkT_SC.OP_

Development of solid state, microwave components for future space communications
systems (amplifiers, receivers, switches etc). Currently focused on GaAs MMIC
based, high isolation, matrix switch at 3 GHz and a high efficiency, low cost 30 GHz
amplifier for very small aperture terminals (VSATs).

PAVOVVS

Smaller, lighter, more efficient, solid state devices (e.g., large periphery FET's) will
enable smaller communication systems with reduced power requirements; MMIC
implementation will yield an order of magnitude decrease in weight, power
requirements and parts count over conventional hybrid switch matrices; solid state
power amplifier development will enable production of Ka-band VSAT's at
substantially lower costs than present systems

Matrix switch - Lunar/Mars exploration; space station; commercial communications

Power amplifier - Commercial very small aperture terminals

TECHNICAL CHALLENGE

• Increase yield and numbers (lower cost) of Ka-band MMIC modules
• Increase efficiency, power and yield of large periphery Ka-band FETs
• Improve malJ'ix switch packaging/modularity technology
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SOLID STATE COMPONENTS FOR SPACE
RC COMMUNICATIONS SYSTEMS _

APPRO_!_.I_UDGET EXgA FY92 FY93 _
LeRC (i. _) 640 350 425 475 650

MAJOR MILESTONES

FY 1992
FY 1994
FY 1994

6X6 MMIC switch demonstrated (prototype)
Advanced MMIC malrix switch (modular, 10xl0, on-chip buffers, 3 GHz)
SSPA, 30 GHz, 10 W prototype

C[__.._-.- _. LeRC

Primary: Operations
Secondary: Exploration

MISSION Lunar/Mars exploration
Commercial communications

Current pro
MMIC 10 x.

'__RF.S_O_UR£ES
; is of excellent technical quality. Resources adequate only for advanced
awitch. Initiation of fully packaged 10 W SSPA delayed to FY 95.

CURRENT STATUS Current technology readiness level: 3/4
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SOLID STATE COMPONENTS FOR

SPACE COMMUNICATIONS SYSTEMS

BENEFITS:

SWITCH MATRIX

• REDUCE PARTS COUNT FOR LOWER COST

• SIZE AND WEIGHT ADVANTAGES FOR

LARGER SIZE MATRIX

30 GHZ AMPLIFIER

• ENABLES LOWER COST GROUND TERMINALS

OBJECTIVES:

SWITCH MATRIX

• TO DEVELOP A MODULAR 6X6 MMIC SWITCH

MATRIX WITH FULLY INTEGRATED CONTROL

ELECTRONICS EXTENDABLE TO LARGER

MATRICES (96X96)

30 GHZ AMPLIFIER

• TO DEVELOP A 30 GHZ SOUD STATE POWER

AMPLIFIER THAT CAN BE PRODUCED AT

SIGNIFICANTLY LESS COST THAN A T'WTA AND

MAKE THIS TECHNOLOGY AVAILABLE TO U.S.

MANUFACTURERS OF COMMERCIAL GROUND
TERMINAL EQUIPMENT

ACCOMPUSHMENTS:

SWITCH MATRIX

• 6X6 MMIC CHIPS FABRICATED AND RF TESTED

• HIGH ISOLATION CHIP HOUSING FABRICATED

30 GHZ AMPLIFIER

• CONTRACT AWARDED 10/19/90

• PDR HELD 2120191

v

COMPONENTS FOR SPACE COMMUNICATIONS SYSTEMS

! i

ONGOING EFFORTS AT LARCCONTINUE TO PROVlOETHE TECHNOLOGIES REQUIRED FOR EFFICIENT MICA_OWAVI[LOW UEVELSIGNAL
SWITCHING AND LOW COST SOLIDSTATE MICROWAVETRANS_TTERS FOR RJTURE COMMUNkT_TIONS SYSTEMS. THE OBJECTIVEOF
THE RRST EFFORT IS TO DEVELOPA MOOUU_ 6 INPUT BY 8 OUTPUT MMIC _MTCH MATRIX WITH FULLY INTEGFUkTEDCONTROL
ELECTRONICS EXTENDABLETO LARGERMATRICES. THE APPROACHF(X.LOWS THE SUCCESSFUL DEVELOPMENT OF A 3X3 klMIC
SWITCH MATRIXWHICH UTIUZED A PROPRIETARyMMIC LAYOUT AND PACFJ_GINGCONCEPT. THE CONTRACT_ NiCROWAVE
MONOLITHICS INC ENDS IN DECEMBEROF lg81. DELIVERABLEWILL BE A FULLYPACF,AGED 6xB MMIC SWITCH MATRIX OPERATINGAT
3.0 - 6.0 GHz WITH o dB INSERTIONLOSSAND 60 (18CHANNELTO CHANNEL ISOLATION. VERY S_hlIFtCA/_ IMPROVEMENTSWERE
REAUZED OVER CONVENTIONAL (HYBRID) S_MTCHMATRIX OESIGN5 IN AREASOF 81ZE,WEIGHT AND POWER REOUIREMENTS.

THE OBJECTIVE OF THE SECONDEFFORT IS TO DEV_..OP A 30 GHz 8OUO STATE POWER AMPUF1ERWHICH CAN BE PflOOUCED AT
SIGNIFICANTLY LESS COST THAN A _IAI/EI,WG WAVETUBEAND TOMA_ TH_ "I_CHNOLOOY AV_ TO U.S. MANUFACT1)REP_
OF COMMERCIALGROUND TERMINALEQUIPMENT. THE CONTRACTUALEFFORT WITH AVANTEKINC. WAS INITIATEDIN OCTOBER OF
1990. DELIVERABLEWIlL BE TWO POC MOOEL AMPLIFIERSWITH OUTPUT OF t0 WAl"rS, OPERATING AT 30_ EFFICIENCY. MAJOR
CHALLENGES EXIST IN AREASOF LARGE PERIPHERYFET's, OE'_CE EFFICIENCY _MEHT AND POWER COMBII,m,IG
TECHNIQUES. SUCOESSFUL COMPLETION OF THIS EFFORT WITLLSIGNIFICANTLY LOWER THE COST OF THE KABAND VERY

APERTURE TERMINALS (V,_k'l').

TECHNICAL CONTACTS: SWTTCH MATRIX : GENIE FU, IIKAWA. I.JRC. (2t6) 433-3496 SSPA: GERALD J. Ct-IOMOS. LeFtC. (216) 433-3485

CO1-33 ,
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COMMUNICATIONS PROGRAM o_

Digital Communications
Technology
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RC

DIGITAL COMMUNICATIONS
TECHNOLOGY PROGRAM

II I

Development of advanced digital systems technologies for space communications.
Includes: bandwidth- and power-efficient modulation and coding; onboard signal
processing, switching, routing and autonomous network conu'ol, and cost-efficient
ground terminals

pAyOfFS
Increased connectivity and data rates to 800 Mbps; Bandwidth efficiencies > i .7
bpsAIz; Power efficiency comparable to BPSK; Space-based, real-time video/data
distribution; Increased service life to 20 years with graceful degradation

J.__
Enables new class of interactive, integrated voice, video and data communication
services. Digital implementation offers increased flexibility, programmability,
and improved size, mass, power consumption and performance over analog systems.
Embedded artificial intelligence (At) enables fault tolerance (FT) and autonomy

TECHNICAL CHALLENGE

• Very high capacity demodulation, switching and routing
• Programmability for future flexibility and standards compatibility
• Adaptive signal processing for changing channel environment
• Real-time fault detection, isolation and reconfiguration
• AI (expert systems, neural networks) insertion into onboard and ground systems
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RC

DIGITAL COMMUNICATIONS
TECHNOLOGY PROGRAM

APPROVED BUDGET FY91 FY92 FY93 FY94

LeRC (KS) 2050 2375 2525 2675 2850

MAJOR MILESTONES

F'Y1992 Complete 300 MopsBCHcodec ASIC(Flexible High Speed Codec)
Complete2 Io 300M_ programmabledigilalmodem(PDM)
Award800 Mops/450 MHzmodemcontract(Very High Data Rate Modem)
Initiate in-house faull-tOlerentinformation twitchingprocessor (ISP)

FY 1993 Complete digital & opticalmultichanneldemuU'demod(MCDD) POC models
Demonstratecombinedmodulationand coding via ACTS at 180
Initiateonboardaulonornousnetworkconuoller(ANC) wilh neuralr_s

FY 1994 Complete in-house 300-Mbps capacity [SP; Initiate2-Gbps ISP demonstrationmodel
Demonstrate onboardprocessedFDMA/FDM services in SITE with64-Kbps 84-channel slice
Complete 800-Mbps/450-MHzVHDR modem
Develop 150-Mbpsgroundterminalchipsetand commercial experimentpackage

FY 1995 Complete 728-channelMCDD and ANC demonstrationmodels

AGENCY THRUST Primary: Operations; Secondary: Exploration/Science

CENTERS LeRC MISSION ATDRSS, Commercial applications

ADEOUACY OF RESOURCES

Adequate for POC; additional funding required for flight demo [nodal development;

Unique in-house DSP, ASIC, and digital systems development capability

CURRENT STATUS Technology readiness levels 3 to 5

i

FDM/t. _ 'riB•

I

OBJECTIVES

• Increase modem bandwidth/power efficiency and
data rates to 800 Mbpa: cadet throughput to 300

Mbpa with soft decision gain

• Develop digital buret modem with program-
able rates (2-300 Mbpa) and pulse-shaped
modulation

• Enable onboard processing of low-coat FDMA
ISDN voice, data, and video with muItlchannel

demoda, onboard circulU packet switch and
network control

• Apply fault tolerance and autonomy to onboard
processing for Increased capability and Nrvice life

ACCOMPLISHMENTS
• Fastest known Viterbi decoder at 225 Mbpa

• 160 Mbpa trellis-coded 8-PSK demo 2 bpa/HIz

• ACTS evaluation terminals at 220 Mbps

• Contracts for programmable digital modem,
flexible high-speed codec, digital and optical
multlchannel demux/demods

• In-house capability for DSP, CAD, ASIC,
Neural networks, and expert systems COSMATLabs.Vllerbldecoder8dd-comparo-oolectboard

CD-014140_
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DIGITAL COMMUNICATiONS
TECHNOLOGY PROGRAM

The objective of the program is In apply advanced digital signal processing and switching technology Io space

communications, This involves development from the conversion of theory into prouf-of-coocepc modek through flighl-

qualifiable subsystems. Digital communications technololD, is inserted into both lee spice and Ipround segments to

dramaticalJy improve the size, mass, power consumption, and performance compared to analog counterpar_ At the tame

time, digital implementations offer reduced cost in quantity and are generally immune from aging, drift, and alignment

problems associated with analog components. Through the use of fault-tolerant design and imbedded artificial mtelligenea,

the capability, reliability, and reconfigurability of ouboard systems is greatly improved.

The program focuses on three major areas: advanced modulation and coding; space-based-proceuing and control; and

ground based processing andcontrol. The goals of the modulation and coding focus is to increase data rates to 800 Mbps
through planned 450 MHz links, apply digital signal processing to modems for significant improvement in implementation

loss and application to a variety of prograna without redesign, and enable a new da_ of interactive communicatiom
_rvicos through onbnard demodulation of thousandi of FDMA uplinks from low cost terminah.

An information twiiching proces_r (ISP) that ermbi_ real-time interactive voice, video, and data communtcatiom for tern
of thousands of users and an autonomous network controller (AlqC) onboard the satellite are the goals of the second

program focus. The lSP will offer circuit- and packet-switched services compatible with emerging commercial ISDN and

government CCSDS standards. The ISP is also an enabling component of a direct-to-user data distribution satellite for

NASA missions. The ANC performs several of the network control function formerly performed in a costly hunter control

station on the ground. This significantly improves the lime to reconfigure satellite resources for traffic demand and offers

the benefils of fq_acecraft health monitoring including fault detection, isolation, diagnosis, and recovery. All onbnard

processing systems of the future will require imbedded fault tolerance and autonomy to assure the proper functioning of

the computationally complex subsystems over the fife of the satellite.

The goals of the _ound based processing and control focus of the program are to docrease lhe cost of terminals and

increase their capability, while maintaining industry standard interface compatibility. Single chips for the modulation,

coding, access controt, and terrestrial interface will enable low cost communicatious servic_ Expert systems are being

applied to diagnose ground terminal failures and provide autonomous operation

In-house laboratories for digital signal processing; compuler-aided design, simulation, and circuit fabrication; digital

subsystems development and performance evaluation, and expert systems and neural network applications development
enable a collaborative effort with industry and university pro'triers.

NASA Lew_ Technical Contacts: Jo6eph L Harrold (216) 433-3499; James M. Budinger (216) 433-3496
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ADVANCED MODULATION AND CODING/___I!,"! :,

Power

mXu_d Ctw._

(da)__.TS " capac_

I III

OBJECTIVES , - _....
• Bandwidth efficient coded modulation for > 2 bps/Hz;

New combinatorial FSK techniques more power
efficient than BPSK; Demonstration vie ACTS

• Increase modem rates to 800 Mbps; Soft dacislon

codec to 300 Mbps; Least reliable bit codec to I Gbps

• Digital implementation for programmable data rates,

acquisition modes, and pulse-shaped modulation

• Digital and optical multlchannel demux/damods
for onboard processed FDMA/I'DM

Shannon-Hartley channel capacity curve

ACCOMPLISHMENTS

Trellis-coded 8-PSK and 16-QAM modems

from COMSAT end TRW; Bit selective coded
8-PSK end 16-CPFSK from Ford end Harris

In-house digital trellis-coded modem/codec with

multi-symbol basebend pulse shaping for ISI
control and non-linear pre-compensation

• Five contracts in place, four completed, two

planned, and five grants

CD-11-55404 COMSAT Trellls-codac 8-PSK modem/codec
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ADVANCED MODULATION AND CODING

The objective of the program focus on advanced modulation and c'o,Jing is to apply high-speed digital electronics Io the

modulation and coding funclions to significantly increase the data rates and advanced digital signal pro_essing techniques to

improve the link handwidth and power efficiency for commercial and NASA mission applications. The program focus has

multiple contracts, grants and in-house a_ivities in each of the four areas listed below.

Bandwidth and Power Emclent Modems: Maximizing the data throughput for all future bandwidth (BW) and/or power

constrained commercial satellite and NASA spacecraft lines is the goal of this acdvily. Contracu with Ford, TRW,

COMSAT, and Harris were completed in 1990 to demonstrate 2 bps/hz BW efficiency at bursled data throughput from

160- to 200-Mbps. An 800-Mbps to l-Gbps modem contract is planned to demonstrate more efficient use of planned

ATDRSS 450-MHz links. A U. of California, Davis grant has developed a new class of modulation techniques for BW and

power constrained, non-linear links. An in-house modem and codec will demonstrate the BW efficiency of multiple-symbol

digitally waveshaped quadrature modulation schemes •t 50 Mops and power efficicocy of direcl-digita]-syzzthesized

combinatorial FSK at 300 Mops.

High Speed Cedeca: Low-overhead, high dal• rate codecs thai can operate on sbort bunts of data from multiple sources

are required for future missions. COMSAT Labs has developed the fastest known Viterbi decoder for Lewis •t 225 Mops.
Harris is under contract to develop a 300 Mbps codec that uses hard- and soh-deddon information •t code rates _7/8 for

as much as 5 dB coding gain on bursts as short os 256 bits. U. of Southern California is funded to investigate co*designed

coding, modulation, and equalization. An in-house project culminating in an ACTS experiment will demonstrate the

performance of trellis-coded and least reliable bit coded modulation using conunercia] RS decoders and COMSAT modem.

Digital Modems: Digitally implemented modems offer benefits of programmability, immuni_ from aging, drift, and

alignment problems, and low-cost in quantily. COMSAT Labs is developing an ASIC-based modem with programmable

data rates (2- to 300-Mbps), modulation schemes (m-ary PSK, MSK, 16-QAM), and acquisition modes (dependent-,

independent-burst, and continuous). A contract is planned for • signal chip m-PSK burr• demod •t 50 Mbps for VSAT

processing of TDM downlinks. Ohio U. is developing multi-symbol aperture digital pulse shapes for IS! control and pre-

compensation for non-linear channel distortions. In-house activities use commercial digital signal processing neural

nelworks for adaptive demodulation.

Multichannel Demultlplexer/Demodulatur: The MCDD is •n enabling technology for • new class of onboard-processed,
interactive voice,video, and data services using low-cost FDMA lerminals. TRW is developing • hierarchical time-domain

FFT based MCDD and Westinghouse id pursuing • heterodyne optical Bragg cell approach. Small business, Amerasia

Technology, is developing an MCDD using the SAW-based chirp Fourier Trans[orm technique. U. of Toledo is designing

a parallel/pipeline FFT-based transmultiplexer in ASICs, and U. California is applying fault-tolerant deign to FFTs.

NASA Lewis Technical Contacts: Joseph L. Harrold (216) 433-3499, James M. Budinser (216) 433-3496

r_

/. QI3 ONBOA RD PROCESSING AND CONTROL,_;:_;i_ __.,P,i,.=
___W "" • t l,_'lll_oNr_ O_lW ; ,_ .' "

I I

processor and autonomous network controller for
. mesh VSAT network and ISL data distribution

• Enable onboard proeenlng of circuit and packet

.... switched voice/video In ISDN and CCSDS formats

• Apply fault tolerant design lind neural network
_) _ _ _(_ based Intelligence for autonomous operation

t ""

ACTS - Motorola EM bneband processor HoneywellInc.700-Mbl_ 2SO-roW64:1D, multlplexor
CO-el -6S40|
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ONBOARD PROCESSING AND CONTROL

T'ne objectiveof the program focuson onboard processingand control is develop digital subsystemsfor autonomous
switching and routingof communications data. Initial activipjhasbeen distributedbetween two primary onbuard
processingfunctions, the data switch and the onboard comrol, describedin more detail below. Startingprimarily as amin-
house activity to demonstratea fauh-toleramtswitcher/router, thisactivity is planned to grow into a coO_ program for
developmentof critical componenls and subsystemsin a flight-qualifable implementation.

Information Swltehin| Processon The ISP will provide circuit, and packet-switched connectivityto tens of thousandsof
usersin a format compatiblewith emerging ISDN and CCSDS standards, and enable real-time distributionO_leLrsatel]jte -

linked NASA mission data direct to principal investigators. The ISP will advance and integrate many o( theonboard
processing technologies previously demonstrated under this prngrarn. The baseband processor developed by Motorola in
the mid-198(h proved the onboard switching and processing concepts to be employed on the ACTS. In the late 1980s,
Honeywell demonstrated significant improvements in speed, size, and power consumption of custom GaAs over discrete Si
ECL logic in a 64 bit demuhiplexer. More recently, Microwave Monolithics Inc. developed matrix switches at 3- and 30-
Gl-lz and is now including buffer amplifien for 0 dB insertion loss. An SBIR contract with Mendez R,t,D Associates will
develop an optical 8x8 crnsspoint switch which uses code division multiple access techniques. A SCAR contra_ with

COMSAT Labs has investigated ooboard processing architectures suitable for fast-packet switching of broadband ISDN
data, and • prooFof-concepl model fast packet switch is planned in future contract phase& Two task order contracts have
been established to identify competing architectures, analyze feasibility, perform performance tradeoffi, and identify cridcal
components of am onboard processed communications network. Finally, the in-house switching demonstration will
demonstrate a 4s4 baseband packet/ch'cuil switch with fault-tolerant features as a precursor to a demonstration model ISP.

Autonomous Network Controller:. The onboard ANC will perform some subset of tbe features normally performed by a
ground-based network control computer to significantly improve the traffic flow control, reduce call setup time and
resource contention, and enhance the reliability nf future satellite-based communications networks. In addition to the
network and traffic management tasks, the ANC can also provide extensive ._)aceaaft health and pedormance mo_tm'ing
and perform fault detection, isolation, diagnosis, and recovery. An in-house Investigation into the use of neural network to
optimize the reconfiguradon and throughput of • non-b]ocking, high-capacity switch is onder way.

An onboard processing technology workshop is planned for late summer m enable the commercial communications industry
to identify critical and enabling digital and optical signal processing components appropriate for NASA development and
suitable for commercial inserlion. A space communications technology conference focussing on onboard processing with
over forty papers will be hosted by Lewis in November 199].

NASA Lewis Technical Contacts: Joseph L Harrold (216) 433-3499; James M. Budinger (2]6) 433-3496
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for circuit and packet switched voice/video/data

,, Flexible FDMA/TDM controller/intorface ASK: chipset

for low cost and high reliability

• Replace existing VSAT Indoor unit modem, controller,

and Interface for new class of Interactive services

• Apply Imbedded fault-tolerance and oxpart systems

for autonomous operation

SITE 220 Mbps Bit-Error-Rate

Measurement Systems

SITE Three-User, 220 Mbpa TDMA

Digital Ground Terminal

ACTS 2201110 Mbps Digital

Link Evaluation Terminal
CO-It-U404
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GROUND-BASED PROCESSING AND CONTROL

The objective of the program focus on ground-based processing and control is to apply advances in digital logic, digital

signal processing,, mJcrocontrollers, fiber optics, and ex]_rt systems to the digital portions of satellite ground terminals and
network control.

Starting in 1984, in-bouse terminal design and development has progressed from a modulated data BER measurement

system used to characterize the effect of microwave components on BER performance, through a three-user TDMA burst

data terminal supporting voice, data and video settees, to a link evaluation terminal to characterize the on-orbit

performance of the ACTS high burst rate system. An enhanced version of the TDMA terminal with internal modular
design for capacity expansion, an optical bus interface for multiple users, and built-in self-test for improved reliability is

under development..411 versions of the terminals were designed around a set of 220/!10 Mbps serial minimum shift keyed

(SMSK) modems developed by Motorola as a predecessor of those to be flown on tee AC"]'S. In-house schematic capture,

simulation, board fabrication, and ASIC development tools are used in this activity. Expert systems have been applied to

diagnose terminal failures and document terminal designs.

Planned ground terminal development activities include: a programmable controller for FDMA/'TDMA uplinks and TDM
dowrdinks compatible with the onbuard processing architectures currently under development; terrestrial interfaces that

convert industry standard data formats, including packet switched data, into formats suitable for satellite network

transmission, and new digital terminal architectures for extremely low-cost single user and multiple user applications.

Future network control activities will focus on distributed (space-ground) processing of user communication traffic and

satellite resource management, fault detection, isolation, and reconfiguration.

NASA Lewis Technical Contacts: Joseph L Harrold (216) 433-3499; James M. Budinger (216) 433-3496, Monty Andro

(216) 433-3492
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HIGH POWER DIODE LASER
FOR OPTICAL COMMUNICATIONS

Develop, demonstrate, lifetest and space qualify high power and high data rate
semiconductor diode lasers for Optical Communication applications

PAYOWS
Improved communications data rate, range of communications and overall data
handling capability for data communication systems

BENEVlTS
Provide means to transmit high data/rate information from satellite sensor
systems to provide timely analysis of sensor information

TECHNICAL CHALLENGE

• Demonstration of semiconductor laser suitable for all optical communications
• Development of high power/high modulation rate semiconductor lasers
• Demonstration of single spatial and spectyal mode semiconductor lasers
• Demonstration of long lifetime and stable semiconductor lasers

Ill

RC

HIGH POWER DIODE LASER
FOR OPTICAL COMMUNICATIONS

APPRO!'rDBUDGET _ FY92 FY93 FY94 FY95
- L i K$) 170 170 170 170 170

MAJOR MILF_;TONES

FY 1991 Demonstrated !.3 W Monolithic Active Grating-Master Oscillator Power
Amplifier (MAG-MOPA) laser and 800 MHz modulator

FY 1992 Demonstrate 2 W MAG-MOPA with >1 GHz modulation
FY 1_:O Demonstrate multi-electrode modulator MAG-MOPA
FY I'-_,:4 Demonstrate 5 Watt single spatial/spectral MAG-MOPA
FY !','-:3 Demonstrate MAG-MOPA with 4 GHz modulation
FY I .e/_'6 Demonstrate laser stability/lifetime

AGF2_.ZTHRUST Primary: Science

Secondary: Space Exploration

C___qTERS LaRC MISSION EOS-MTPE;
Lunar/Mars exploration

ADEOUACY OF RESOURCES

Limited resources, joint program with SDIO/$3001(dYR

CURRENT STATUS Technology readiness level: 2/3
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RC

TRANSMITTERS AND RECEIVERS
FOR OPTICAL COMMUNICATION

II

R&T_XC..O._
Develop optical transmitter and receiver components and subsystems for near-Earth
intersatellite communications

PAYOWS
High power lasers and high sensitivity detectors are an enabling technology for
intersatellite optical links which provide improved data capacity and reduced power,
size and weight requirements

Enables data intensive earth observing science missions, provides high capacity
international trunk lines for international telecommunications and television services.

The developed laser and detector technology is applicable to NASA science missions
using laser-based instruments, and it will benefit future commercial satellite
communications efforts

TECHNICAL CHALLENGE

• High power (1 Watt), high bandwidth (1 Gbps), high efficiency (5%) lasers
• High gain (500), low noise (k=.004), high sensitivity (pW) high quantum

efficiency (>30%), laser wavelength compatible detectors

RC
TRANSMITTERS AND RECEIVERS
FOR OPTICAL COMMUNICATION

APPROVED BUDGET FY91 FY92 _ FY94

- GSFC (KS) 480 480 528 580

MAJOR MILESTONES

FY 1991 220 Mbps direct detection receiver

FY1992
FY1993
FY1994
FY1995

0.5 W semiconductor benchtop MOPA laser
700 MHz bandwidth, low noise APD and pre-amp
1 W, 1 Gbps diode-pumped Nd-doped laser
1 W, 1 Gbps monolithic semiconductor MOPA laser
High-Q.E. GHz-bandwidth, Nd compatible detector
Space-qualifiable 1 W, 1 Gbps laser transmitter

FYg5
640

AGENCY THRUST _mary: Science
Secondary: Exploration

GSFC _ EOS, ATDRSS

ADEOUACY OF RESOURCES

Recent personnel additions add increased capability to GSFC's heritage in optical
communication

CURRENT STATUS Technology readiness level: 3

State of the art is continually advancing

I I
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Lasers and Detectors
Optical Communication

I!

i

II

Laser Transmitter

High Power Semiconductor Laser Master

Oscillator/Power Amplifier (MOPA)

Custom Broad Area Scmiconductor
Optical Amplifier

!!!!'.--4.-..4......4.......

Ncarly Diffraction Limitcd 480 mW
c,_s.ol a_o Far-Field Output

Receiver Detector

High Performance Optical
Detector/Receiver

220 Mbis Dirccf Detection Receiver

Hybrid Integrated Circuit

EG&G fformedy I ,
RCA,.GE) Supe_r LOw I I Gigabil Logic

Ionization K-Factor LJ Model 16C__71
(SLIK) Low Noise II 7(1(} MHz

Avalanche II Preamp
Phottxliode Detector It

700 MHz Prc-Amplificr and Low
Noise APD Hybrid
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m
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f LASERS AND DETECTORS

FOR OPTICAL COMMUNICATIONRC1 OAET

_L ,-r_hDower samicor_Jt'_nrlaser masterosci#ator/_wer artmlilier/MOPAI
Objoctlve:TMoblK:=veOfIntotmrk" Iobeve(oPhi0hPm,,et.t=_ elfOency,r,_h_ _r _mU_ _ _ _ _

watl-plug OfiOercy Of (> S %) including eupport _octronk_. has a wavelenl_h oompalille ruth h_h batavia. _a _ _

_.ov_u in exc4mj Of one waU Of olplXal a_tera0e pow_.

_ tcl_n_ogy: ll_l _y tl aJ_own m Ihe grapl_c is a cuslom 10_oad area sernk:ondtclot laser aml_ _ _ _ _o_ _ _ _ _

an apical arr_oliMt. The do_co was cuslom manufacttnd lot NASA-Godaatd by SOeca'a-I_be Labo_alones(SDL). The _ is an aluminum

0a¢lum a_mide (/aGama} mulq_o quamJm well _ ¢1_ _llt m 400 mcmn tv,dem area (_). /he _ 1:_ i_

rno_m a k_v power "n_er ol_iino_'/let It thl de'red d_ rile Imd Io _le _ _ _r _M: _ _l _ _ _.

olwnwlaMI th4 ne(_ for t" -', _an! atecgonlc drwora _ I_'erd_irl0 Ihe _ desirable olplCal and ape(_al _ asslx:ial_l _ lie

iowoat _¢I_ _MInver: ,;,".atmodes.

II_:NASA-C_a_,_"" h,._nducl_'las4_ _ at many levels. We haveoperalodtwsin0ioSDLLur, emltl 2mpuisewidlhwith

400 mW of I_a_ pc_ _. , _e power. Godda_d h_ consvucled an In-house MOPA as shown. _d also has a gtaN at Ihe Un,ve_mly

or Matylar, d Io ,,,_e'-_ :. .... .,..._Od semloondu_or MOPA. k_ adddm_. Gock:lird iS _mO me SCAR elfoa at SOL Io_ I1_ produclmn of a

mono_thic iem,c_-*,*ucl_r '4_:'r-'_ _t •sm, gle Ga.a_ Chll) SDL _or.,_ntly showed 0.7 W Of av_'age power Irom this dev¢o.

=_=¢ompltlltmenls: l"r_a M,._'A _.'_o'_P con_lructed al Goddard delivered 480 mW of average power m a lu_ difbactton limilod beam _n 0 an SIDL

master osollaw a_l me Ixoao wea power amg65er Ttus _ can be uud lot coded laser radar and lidw as well as ¢_llmun_t_0n,

___ce!¥rJDetector Advlincernenl: 220 Ml_s direcf detection receiver with SL IK ,M_D and wideband ore-amP hybrid circuit

Objective: The o_:)je_ Of Ih_ _ ts Io 0evelop h_h Imr4JlMly widet_nd olXicaJ deteCllor and receiver le(:lv',olooy su_lable for inlersalelMe

communications hrdts. The near term goaJ kx tt_ det_ is Io _ p_cowatt a_tivily at the 0004160 _ wavnlengtt_, tag_ quanlum effioency 1>

80 %). low no_ (k-laclo_.O04) and to couple Io a widebend (700 MHz) Jow noise Ixeaml_l_" The 0oals k_ IP4 _eceNer are to mves_gate real_s_

oohrnum roc4_ver oomponnN oo_l_alio_, to achieve _ _ Of blltoCbon at 325 _ dala rale_.

le.n,_,_y: The Wesent detects" I_tmology shown ts a h_h performance ,_Jper LOW Ionization K-laclor (SLIK) avalanche pholodiode dlelecl_ (APO)

_.._factured by EG&G (Iormer¥ RCNGE). NASA-Goaded has extended the high sens_tkHly doteclor stalo_f-the-art by the develooment of a cuslorn

r_id inlegtat_l Ck'¢ud (KL ,.o_slm9 Of _o ¢ommerOal components: an EG&G S4.1K APD and a G_I_I Log=: 700 MI-tz preamplifier A 220

qualema_ pulse por_bon moou_tmn (Q-PPM) ma_mx_n tikelhood oWaca_ mcewer has _ coP_ltucled On a grant at I1_ Jotms Ho_ UnNemly

Stalul: EG&G recently began b'te construction of the EG&G SLIK APD and a G_0abit Lo_K: 700 MHz I_eampliSer hy,br_d IC Goddard will be rec_v_ e_hl

ICs

_t¢¢ompllshm_nta: The 220 _ Q-PPM n_lxlrnum likeMxxxl receiver _ lully operationaland is awaiting the m|agratlO¢l Of the hy_K_ IC bet()clor/l_o-amp to

acl_eve maximum serlslbvffy The delector/pre-amp can be used for laser radar and _ ,111 06 rlVO'o_l; as wag as OOmffluri-_laOrS at 800-8£)0 rltn /\
Technical Contact: Michael A. Kralnak (301) 2_6-2646 J
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PLANETARY OIrFICAL
COMMUNICATION

Components and subsystems for deep space communications systems on future
planetary spacecraft

PAYOFFS
Increased data rates (10-100X), smaller and lighter weight spacecraft communications
systems (1/10 volume, 1/2 mass), improved navigational tracking

BENEFITS
Enables extensive orbital mapping and piloted missions to the planets, reduced
volume expands launch vehicle possibilities, permits tracking of spacecraft range
and bearing from a single Earth station, enables light science

TECHNICAL CHALLENGE

• Highly efficient, modulated lasers with adequate power
(2 watts, 5% overall efficiency)

• Deep space ack/trk strategies (multi-pixei Eanh tracking)
• Stray light rejection at small Sun-Earth angular separation
, Low mass/power for entire comm subsystem (<50 kg, <50 W)

,-.e--

w

PLANETARY OPTICAL
RC COMMUNICATION

[

APPROVED BUDGET FY91 FY92 FY93 _ FY95

.. JPL (KS) 1100 1380 1450 1500 1600

MAJOR MILESTONES

F'Y 1991 Scope breadboard tests; 100 Kbps coherent receiver demo;
composite optical bench

FY 1992 2-W laser demo; 100 Mbps coherent demo; extended source ack/trk
FY 1993 Heterodyne spatial ack/trk; 2-W laser module development
FY 1994 10 Mbps laser modulator; ack/trk detector module development
FY 1995 Coherent transponder architectural design; integrated ack/trk

communication demonstration

AGENCY THRUST Primary: High-rate communications/operation
Secondary: Space exploration

CENTERS JPL MISSION Lunar/Mars exploration; robotic planetary
exploration

ADEOUACY OF RESOURCES

Existing level of effort cannot meet program need dates.
Current program is of excellent technical quality.

CURRENT STATUS Current technology readiness level

001-43



JPL
SPACE LASER

COMMUNICATION TECHNOLOGY

• MODULATED AND FREQUENCY-DOUBLED
OUTPUT OF A DIODE-LASER-PUMPED
SOLID-STATE LASER USING AN
ACOUSTO-OPTICAL (}-SWITCH, AND A
KTP FREQUENCY-DOUBLER

506-5941

• OBTAINED 340 mW OF $32 nm RADIATION
WITH 25 nsec PULSEWlDTH AND 20 KHz
REPETITION RATE

W
N/de

lUmJ_lm

! 4ore
A-O'

Nlam MOOULATM
tl mm

q-'C':
m
|m=

NPlt 164 W

tdff1,11lm

_ 11=2m

I

PICTURE OF THE SET-UP

1414 mm

SCHEMATIC DIAGRAM OF THE SET-UP
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AVERAGE POWER VS REP. RATE
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SPACE LASER
COMMUNICATION TECHNOLOGY

506-59-41 _

"rite OGJECTIV_ OF _ TASK IS TO DEVELOP TECHNOLOC.dES THAT WILL ENABLE OPllCAL COMMUNtCATIONS DATA

RETURN FROM FUTURE DEEP-SPACE MISSIONS. OPTICAL COMMUNICATIONS WILL PERMIT SUBSTANTIALLY INCREASED

(10-100X) DATA RETURN RATES WITH SUBSYSTEMS THAT ARE SMALLER AND LE55 MASSNE (1110 VOLUME AND 1t2 MASS)

THAN THE CURRENT RADIO FREQUENCY SYSTEMS. ONE OF THE KEY INGREDIENTS FOR SUCH FUTURE SYSTEMS IS A

HIGHLY EFFICIENT LASER TRANSMITTER. THE LASER MUST HAVE NIGH OVERALL POWER EFFICIENCY, OUTPUT

RADIATION IN SPECTRAL REGIONS OF HIGH PHOTODETECTIVITY (-,.g. $32 nm WAVELENGTH) AND PRODUCE MODULATED

pulseswn_RICHPeAKPOWERLEVELS.

THE A_ANYINO _E SHOWS A HIGHLY EFFICIENT LASER DEVELOPED FROM A JlqL PAi"E_ LASER

ARCHITECTURE. THE OBJECTIVE OF THE TASK WAS TO PRODUCE 02S WATTS OF PULSED GREEN ($32 m) LIGHT.

"I_VO 1-WATT DIODE LASERS WERE USED TO PUMP AN ACOUSTO-OPTICALLY O-SWiTCHED Nd:YAG LASER CAVITY.

INTRACAVITY FREQUENCY-DOUBUNG RESULTED IN $32 run PULSE5 WITH 340 mW OF AVERAGE POW1ER AND 19%

OPTICAL-TO-OPTICAL CONVERSION EFFICIENCY. =_= _.-: _::_ .......... .-___ _-_-_ _ _

A FOLD E O _. *VffY WAS U_ _ THE_iYAG _YST*L _ CRYSTAL ANb:A i_ LON_ A_STO-OP_C_L

SW_C-EF, WE_F LOCATED IN ONE ARM OF THE CAVITY WHILE A POTASSIUM TRANYL PHOSPHATE _TP) CRYSTAL WAS

PLACE; I_ "dE CrHER ARM. THE $32 nm RAD_TION WAS TRANSMITTED THROUGH THE FOLD MIRROR WHLE T_S AND

OTHER C_' .mp _ .P.ORS HAD H_H REFLECTANCE AT 1064 rim. V_TH TH_ CAVRY ARRANGEMENT THE 532 nm RAD_TION

PASSEG I_RC'_C_J THE KTP CRYSTAL AND AV_DED BOTH THE _SW1TCHER AND THE YAG CRYSTAL

PULSED _2 re. LASER RADIAT_N W_H AN AVERAGE POWER OF APPR0_MATELY 340 mW WAS OBTNNED AT 10 KHz

REPETmON _. PULSE-W_THS V_ED IN THE RANGE OF 20 TO 30 nse¢ DEPENDING ON THE LASER REPETmON RAi_

THE OPTICAL (810 nm) TO OPTICAL ($32 nm) CONVERSION EFFICIENCY WAS APPROXIMATELY 19%. WITH THE SAME INPUT

DIODE-LASER POWER, THE CONTINUOUS-WAVE POWERS WERE 900 mW AND 155 mW FOR 1064 nm AND 532 nm

WAVELENGTHS RESPECTIVELY. • ....

DESIGNS ARE PRESENTLY BEING EVALUATED TO EXTEND THE OUTPUT POWER CAPABILITY TO 2-WAl"rS. CHALLENGES

INCLUDE OPTICS DESIGN FOR EFRCIENT PUMP-TO-CAVITY COUPLING, THERMAL CONTROL OF THE HIGHER-POWER PUMP

DIODES AND LASER CRYSTAL, COMPENSATION FOR THERMAL LENSING IN THE CAVITY, HIGH SPEED MODULATION OF THE

OUTPUT AND IMPROVING THE OVERALL WALLPLUG EFF¢IENCY.

TECHNICAL CONTACT; J. R. LESH, FTS 792-2766
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JPL Integrated Optical

DEVELOPED ALGORITHM, AND FABRICATED
ELECTRONICS FOR POINT SOURCE ACQUISITION
AND TRACKING ON THE TEST BENCH ,,

USES CCD CAMERA FOR ACQUISITION AND .,
QUAD AVALANCHE PHOTO DIODE FOR
TRACKING THE TARGET !

IMPLEMENTED TEST SET-UP TO SIMULATE |! '

SPACECRAFT VIBRATION _*,4

DEMONSTRATED ACQ/TRACK UNDER VIBRATION ,,
TRACKING BANDWIDTH : • 10014Z

ACQUISITION TIME : < 4 SECONDS
VIBRATION SUPPRESSION : > 43 dB AT I HZ

Communication Test Bench
(506-44-21)

itl th .Mw _ w_,d *m_ i

D _ _N, mm
MMmI

IV v'VV
1

qmII_i I Ial

a 4 •

ri t _,-hl

SCHEMATIC OF TEST BENCH

L] ''

k
b

_'mD OPTICAL C.OMMUI_C_.ATION_ B_,_C_
SEPTEMBER 1990

SCHEMATIC AND PICTURE OF THE CURRENT TEST BENCH SET-UP TO EVALUATE INDIVIDUAL

COMPONENTS OF A DEEP SPACE OPTICAL COMMUNICATION TRANSCEIVER PACKAGE ARE SHOWN. THE

PACKAGE CONSISTS OF AN ACQUISITION AND TRACKING SYSTEM. A TRANSMIT AND RECEIVE

SECTION AND A POINT-AHEAD MONITORING SYSTEM. TWO PAIRS OF SCANNING MIRRORS ARE USED

TO _ OUT SPACECRXFF VIBRATION AND Jll-T"BR. A CCD IS USED FOR ACQUISITION WHILE A

QUADRANT AVALANCHE PHOTO DIODE (QUAD APD) IS USED FOR HIGH BANDWIDTH POINT SOURCE

TRACXING.

DURING FY'I990. TRACKING ELECTRONICS WERE DESIGNED. BUILT AND _. A PAIR OF

SCANNING MIRRORS WERE USF.D TO SIMULATE SPACECRAFT VIBRATION AND JITTER ON THE SOURCE

RATHER THAN ON TIE TRANSCEIVER PACKAGE ITSELF. POINT SOURCE TRACKING HAS BEEN

DEMONSTRATED WITH AND WTITIOUT VIBRATION. A TRACKING BANDWIDTH OF GREATER THAN 1130

Hz HAS BEEN ACHIEVED. NOISE REJECTION OF GREATER THAN 43 dB AT ! Hz AND 25 dB AT 10 Hz

WAS ACHIEVED wrrH THE TRACK_O ELECrROHICS. THE ERROR SIGNALS FROM THE QUAD APD wrm

AND WITHOUT TRACKING WHEN 5.0 HZ WHITE NOISE IS APPLIED TO THE MIRRORS IS SHOWN.

ACQUISITION PLUS HAND-OVER TIME WAS LESS THAN 4 SECONDS AND RE-ACQUISITION TIME

AFI'ER LOSS OF LDCX ON TARGET WAS LESS THAN 5 SECONDS.

WORK ON INCREASING THE BANDWIDTH TO GREATER THAN I 101z AND RESOLUTION TO LESS

THAN 1 pRAD IS IN PROGRESS.

TECHNICAL CONTACT: JAMES R. LESH, JPL, (818) 354.2766 or F'rs 792-2766

C0145



SCOPE (SMALL COMMUNICATIONS OPTICAL
JPL PACKAGE EXPERIMENT) BREADBOARD

506-5941

• DESIGNED AND BUILT A RECE_ION AND
MEASUREME_ SY_EM TO DEMON_RATE
AND CHARACTERIZE THE PERFORMANCE
OF THE SCOPE BREADBOARD

• COMPLETED OPTICAL LINK BIT ERROR RATE
MEASUREMENTS AT A DATA RATE OF 1 mbits/s

• EXPERIMENT AND THEORY ARE IN GOOD
AGREEMENT

O4CHIROIC oIrRCAL NUMOBIt OF Dk'TECTIEO

R4.TEN _ PHOTON8 PIER lit

1 1 F
Lll4 I I I

LM &N _ LN L|

140UAg[ I. ICHBIA_ OF 01q'II_..AL _ _TRA"IION InlECI_rED _

JPL SCOPE (SMALL COMMUNICATIONS OPTICAL
PACKAGE EXPERIMENT) BREADBOARD

THE O_EC_VE OF MS T_ B TO DEMON_RATE ME FEA_BI_ OF D_ELO_NG
EXTREMELY SIMP_ AND _-WEIG_ OP_AL COMMUffiCATIONS PACKAGE FOR _BLE
S_AT_ _ THE TECHNOL_Y IN _E F_URE. THE APPROACH W__ASTO D_ELOp

BREADBOARD FOR A SMALL COMMUNICATIONS OPTICAL PACKAGE EXPERIMENT (SCO_). TO =_= ....
KK_P THE MA_ OF _OR _ LOW AS _iB_, A VERY SIMPLE SYSTEM WAS DEIGNED. WHEN
_OPE IS _I_ED TOWARD A _SER BEACON, _E _OPE TRACKI_ D_CTOR WILL L_ATE ME
BEACON AND COMMAND A _AXIS STEERING MIRROR TO ALIGN THE INCOMING B_CON L_
WITH _E TRANSBT O_AL _. THE i_EN_W-MODU_TED OUTPUT OF THE SCOPE LAiR
DIODEIS THEN GUARA_ED TO POINT BACK INTHE DiREC_ON OFTHEBEACON. ME _OPE
TRANSMRIRECBVE _ERTURE _ ONLY I_M IN DIAMETER, THUS PRODU_NG A RE_VELY BRO_
BEAM IN THE FAR flE_ _D RE_CiNG ME REOUIREME_S ON BEAM _ A_URACY. _E
ENTIRE SCOPE PAC_GE _S A MASS OF LE_ MAN 5KG.

THE _0PE BR_DBO_D MNK PERFORMANCE HAS BEEN CHARACTERIZED AT 1 MB_ _H BINARY
PULSE.POSiYION MODU_O_ AN AVALANCHE PHOTODIODE DETECTOR (APD) AND POST-
D_E_ON CIRCUITRY WERE A_EMBLED AND USED TO MEASURE THE PERFORMANCE OF ME
O_ICAL COMMUNICA_ONS UNK. MEASUREME_S OF BIT ERROR RATE AS A FUNCT_N OF
RECBVED _W_ WERE MADE AND SHOWN TO AGREE WELL _ THEORE_CAL PREDt_ON_

A PHOTOGRAPH OF _E _OPE OPnCAL BREADBOARD AS WELL AS A _REMA_c BAGRAM OF THE
RECEPTION AND MEASUREMEm SYSTEM USED TO CHARACTERr_E LINK PERFORMANCE ARE
SHOWN. AL_ SHOWN IS A GRAPH SHO_NG ME MEORE_CAL PERFORMANCE PREDIC_ONS (_
PREDIC_ON UNCERTAI_ES DUE TO COM_NENT TOLERANCES) AND THE C_RE_ONDING
EXPERIMENTAL MEASUREMENTS WITH THBR MEASUREMENT UNCERTAI_IE_

_OPE IS AN INEXPEN_VE DEVELOPME_ AC_VIW TO SERVE AS A PATHFINDER TO MORE CAPABLE
OPTICAL _A_EIVER DEVELOPMENTS OF _E FUTUR_

TECHNICAL CO,ACT: & R. LE_, _S 792-_66

I

z

m
i
am
IN

J
i

m

m
I

n

II

m

=
m

II

J

i

m

i
n

m

N

=
m
m

r

mm
iM
i

CO1-46 F



COHERENT OPTICAL LINK
JPL DEMONSTRATIONS

FREQUENCY STABILIZED LASER COHERENT RECEIVER

---

!

LASER FREQUENCY NOISE SPECTRUM

Ioe _ MEASUREDPSD

_ 107 _, .... PSDMOOEL

,oI "_. , I

,o2_ "_,o,i _ 10 o

io_I , _ _............
10 0 10 1 10 2 10 3 10 4 I0 s

FREQUENCY (Hz)

_0 "I !

10"3 -

UJ

10.4 "

tO.l

_n_ 106

10 .7

10 "41

)EMO LINK PERFORMANCE

• EXPERIMENT '_
_THEORY

SNR(dB)

m

JPL COHERENT OPTICAL COMMUNICATION LINK
DEMONSTRATION

THE OBJECTIVE OF THIS TASK IS TO DEVELOP COHERENT OPTICAL RECEPTION TECHNOLOGIES THAT

WILL ENHANCE THE PERFORMANCE OF OPTICAL COMMUNICATION SYSTEMS. COHERENT OPTICAL
RECEPTION CAN OFFER 10-15 dB IMPROVEMENT IN RECEIVER SENSITIVITY AND A SIGNIFICANTLY
iMPROVED BACKGROUND REJECTION CAPABILITY. SYSTEMS USING THE COHERENT RECEPTION
TECHNOLOGY CAN POTENTIALLY COMMUNICATION WITH THE SUN IN THE FIELD OF VIEW. THE
EFFICIENT SPECTRUM USAGE OF A COHERENT LINK CAN ALSO ALLOW MULTIPLE-ACCESS

COMMUNICATION OVER A NARROW LASING UNE:

A CRITICAL ELEMENT IN ACHIEVING COHERENT RECEPTION IS A-FREQUENCY STABLE OSCILLATOR.
RECENT DEVELOPMENTS IN DIODE-PUMPED SO--LID STAT-E LASER TECHNOLOGY HAVE RESULTED IN
LASERS WITH SUB-KHZ FREErRUNNING LINEWIDTH. ONE SUCH LASER IS THE NON-PLANAR RING
OSCILLATOR LASER DEVELOPED BY LIGHTWAVE ELECTRONICS INC. UNDER A NASA SBIR. THE
FREQUENCY NOISE SPECTRUM OF THIS LASER WASMEASURED USING AN IF FREQUENCY
DISCRIMINATOR AFTER HETERODYNE DETECTING THE BEAT SIGNAL BETWEEN TWO LASERS. THE
ATTACHED FIGURE SHOWS THAT THE LASER FREQUENCY NOISE SPECTRUM CONSISTS LARGELY OF

1/F AND 1/F z NOISES, WHEREAS THE WHITE FREQUENCY NOISE COMPONENT IS NEAR THE
THEORETICAL SCHALOW-TOWNES LIMIT. THE LOW FREQUENCY NOISE IMPLIES THAT A PHASE
COHERENT LINK CAN BE IMPLEMENTED AT A MUCH LOWER POWER THAN PREVIOUSLY ACHIEVABLE

USING SEMICONDUCTOR LASERS.

A COHERENT OPTICAL COMMUNICATIONS LINK BASED ON THE FREQUENCY STABILIZED SOLID STATE
LASER WAS IMPLEMENTED. THE LINK OPERATED AT 100 KBPS USING BINARY PULSE POSITIO N

MODULATION. PHASE COHERENT RECEPTION WAS ACHIEVED WITH LESS THAN 10 PW OF RECEIVED
OPTICAL POWER. THE PERFORMANCE OF THE LINK WAS CHARACTERIZED AND SHOWN TO PERFORM
WITHIN 1z'-0.5 dB OF PROJECTION.

TECHNICAL CONTACT: J. R. LESH, ITS 792-2766

CO1-47
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OPTICAL COMMUNICATION FLIGHT
SYSTEM DEVELOPMENT

ill II Ill I

K&XACQP 
Develop flight-like high data rate system to demonstrate technological maturity and
readiness for space flight usage.

• 650 Mbps, duplex • 20 cm optics
• 1 microradian pointing • 250 lbs, 200 Watts

PAYOFFS
Improve performance of satellite communication systems by:

• Reducing size, weight and power
• Eliminating risk of antenna deployment, unfudment
• Increasing data rate capability
• Eliminating issues of frequency allocation, crowding

nENEFITS
Reductions in communication system size, weight, and power will enable more
advanced sensors to be accommodated onboard spacecraft. Increases in data rate
capability will permit operation by higher resolution multi-spectral imagers and
synthetic aperture radars (EOS). Will expand coverage of NASA data relay system
(ATDRSS) using GEO x-links.

TECHNICAL CHALLENGE

• High accuracy pointing • Sensitive, wideband receivers
• High power, reliable lasers • Low power, wideband electronics

OPTICAL COMMUNICATION FLIGHT
SYSTEM DEVELOPMENT

APPROVED BUDGET FY91 FY92 FY93 FY_ FY95

GSFC (KS) 2000 2170 2200 2250 2300

MAJOR MILESTONES

FY 1991 sSY:I:m Pl_i_ns_ doe_v_ie_e°mplete |('System desien reouirementsFY 1992 y gn p • 650 Mbps, duplex
FY 1993 Subsystem fabrication and assembly /. ! 2 Watt laser transmitter

FY 1994 sSY_lemme_ingrg_O_evaluation _ /_ ._mg power.summ.l.ng.FY 1995 . • p oton/nnt sensmvtty at
complete meeting the following _J [ 10"6bar
requirements: 3 _,.* i microradian pointing

AGENCY THRUST Primary: Operations/Near earth space communication
Secondary: Space exploration

CENTERS GSFC, LeRC, LaRC

ADEOUACY OF RESOURCg,_

Existing resource level is adequate to complete ground test programs. Program
and key personnel have world-wide recognition.

CURRENT STATUS Current technology readiness level: 4
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Flight Systems Development and
Demonstration Program

w

z

w

Data Rate: 650 MBPS, Duplex
Data Quality: 10 -6 BEP, Uncoded
Laser Type: Semiconductor, AI GaAs
Modulation: 4 Slot PPM
Receiver:. Direct Detection
Telescope: 8 Inch Dla
Range: 21,00C Km
Weight: < 250 Ibs
Power:. < 200 Watts
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GSFC Flight Systems Development and Demonstration (FSDD) Program

The FSDD program will produce a high peTforrnance optical communication terminal which is designed in a

"flight-like" configuration This system will not be flight qualified, but will utilize designs and technologies which

can easily be extended to full flight quallflcafion.

The system concept is based on a 650 MBPS duplex communication c_3_,link between gemynchronous setellites.

Such links are being considered by NASA to extend the coverage of its Advanced Tracking and Data Relay Satellite

System (ATDP,._). Potential usage _ such links for commercial communication {e.g., INTELSAT) are also being

investigated. The FSDD system configuration is quite versatile and is equally applicable to a low earth orbit

spacecraft.

The baseline design is relatively conservative; it is based on proven subsystem approaches and resdfly available

technologies. Key technical aspects o/the system include silicon avalanche photodiode direct detection receivers, 4
slot pulse position modulation, and high effldency AIGaAs semiconductor laser transmitters. The high speed digital

electronics required on both the transmit and receive paths are • significant part o/the development effort; AglC

implementations will be utilized to achieve the high bandwidth while keeping power dissipation to • rain/mum.

Aher completion ot _e [abrication_ assembly, and integration phases, the FSDD iys__*n_]l-go-i]{r_6-ug-K_ _? 7

comprehensive ground test progrem_ These tests will quantify the performance levels which can be achieved with

currently available technology, and will serve to verify the methodologies and analytical models used to design
spaceflight optical communication systems. In the future, significant performance improvements can be expected in

both Iransrnttter and receiver technologies. Current lasers operate reliable with output powers oi about 0.1 watts. A

factor of 10 increase is likely within 2-3 years. Receiver sensitivity is currently in the _)-80 photons/bit range. A

factor of 2 improvement is likely within 1-2 years and additional improvement will ultimately be achieved using

hetemdyne receivers. With development activities continuing aggressively in the USA, Japan, and Europe, future

systems will certainly have even higher performance capabilities with reduced weight, size, and power burdens on

the host spacecra/t.

Technical Contacts: Michael Fimmaunce, GSFC, (301) 286-8006

David Nace, GSFC, (301) 286-7023
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High-speed Laser Integrated Terminal Electronics (Hi-LITE) Project

• CommurdcatJonselectronics subsystem for
NASA Godderd optical commurdcetions
demonstration:testbed

Optical Transceiver Aesembly _ _:._ _ __ i_-

...... • 325/650'Mbbs_uetemery pulse-podtion

modulation (OPPM) end demodulation
_ _-_tr_lled custom test equipment

J includingoptical link effects simulation end

__ high resolution digital video transmission
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Z_D Hi-speed Laser Integrated Terminal Electronics(Hi-UTE) Project NASA
Levni Rese_c.J_ C,en_

JlbO|PACI FIC_OCOQt kOICIOI_ |1

For several years NASA Goddard Space Flight Center has conducted an opti cal communications program to dcmor_trale
the potential of laser transmitters and receivers for high data rate intersatellite llnk applications. A few years ago,

Goddard sponsoredthe developmentof a Direct Detection l_ser Transceiverat TRW whichwas slated to fly on tee
ACTS. More recently, their proposalfor an opdcal communications packagehad been selectedasa SpaceSlafion
attached payloads exporimenL To avoid the cost impact of contracted development, and leverage off Lewis' expertise

high-speedelectronicsand space communications hardware, Goddard turned to the Space ElectronicsDivision (SED) at
Lewis for developmentof the communications electronicssubsystem for their optical communicationsprogram.

In late 1989 Dr. Michael Filzmaurice, Assistant Chief for Communications Programs in the Instrument Division at

Goddard, requested that the SED design and develop two 650 Megubit per second "modems" for their Flight System

Development and Demonstration (FSDD) Project. In March 1990 SED establisheda task team to develop conceptual
designs and alternative approaches, make technical recommendations, and estimate the funding,, schedule, labor

requirementsfor an in-housedevelopmenL "l"he task team'sfindingsand a projectplan were presentedto and accepted by
Goddard in May 1990. The conceptualdesignszen,ed as the basisfor the Hi-LITE Project whosepurposeis to develop
the communic_ions electronicssubsystemshardware, the ground support equipmentand controllingso.rare, lind the
necessary special test equipment for inclusion into the F'SDD testbed.

The Hi-].JTE Project team is developing two versions o( a quaternary pulse-position modulation (QPPM) modem. The

first one, designedand fabricatedcompletelyin-house,will usediscretedigital and analog integrated circuits to
demonstrate functional performance. The second one, designed in-house but fabricated under contract, will he

implemented as a semi-custom digital chip and an analog hybridmodule to demonstrateflight-qualifyabilily. The two
modems will allow duplex communications at 650 Mbps hetween Goddard's two optical transceivers. Hi-[.JTE also

includes the development o[ test data sources at 325 and 650 Mbps, digitized high-resolution video equipment, optical link

effectssimulation, and computer controlexperimentationand data collection. The Hi-LXl_ Project learn successfully
completed a preliminary designreview in November 1990. A critical designreviewof the flight-like version is scheduled
for August 1991. Delivery and acceptancetestingat Goddard is scheduledfor January 1993.

The viewgraph depicts a possible flight-like configuration of the optical transceiver consisting of the laser transmitter
telescope, and optical dclectors, and the electronics assembly consisting of modules [or pointing, tracking, control, autd
communications.

NASA Lewis Technical Contact: James M. Budinger (216) 433-3496
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RC
COMMUNICATIONS PROGRAM

Systems Integration,
Test and Evaluation
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RC

SYSTEMS INTEGRATION,
TEST AND EVALUATION

Develop, maintain, and operate a Satellite Communication System Simulator and
Testbed for system experimentation, component and subsystem development and
testing, and network development and demonstration

PAYOFFS

Demonstrate advanced components, subsystems and network architectures for current
and future space communications systems. Test and evaluate components and
subsystems for NASA and industry space operations and commercial programs.
Evaluate effects of atmospheric and propagation disturbances, interference, noise
non-linearities, satellite motion and hardware and system imperfections on system
performance.

BENEFITS

Enable new and innovative space communications systems and services.
Unique national facility for system, subsystem, and component evaluation
available to NASA and industry.

TECHNICAl, CHALLENGE

Maintain and expand state-of-the-art system simulator and testbed. Identify,
develop, test, evaluate, and demonstrate advanced components, subsystems, and
network concepts.

SYSTEMS INTEGRATION,
TEST AND EVALUATION

| in i|

APPROVED BUDGET FYgl FY92 FY93 FY94 FY95

LeRC (KS) 900 950 11300 i 100 1200

MAJOR MILESTONES

FY 1991 Complete development of Phase II SS-TDMA network
Perform single terminal network experiments

FY 1992 Perform two- and three-terminal network experiments
Define testbed requirements for 60 GHz intersatellite link system

FY 1993 HBR-INTEX ACTS experiment
Intersateilite link hardware development and integration

_,GENCV :.:'__:;._.[__._ Primary: Operations
Secondary: Exploration/science

CENTERS LeRC MISSION Commercialcommunication, ACTS,
ATDRSS, Lunar/Mars exploration

ADEOUACY OF RESOURCES

Unique simulation and test bed facility. Excellent results obtained. Funding level
inadequate for continued facility upgrading, maintenance and expansion.

CURRENT STATUS

Phase II SS-TDMA Network Experiments Program in progress.
Development of concepts, components, subsyslems continues.
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L_ "l_J SPACE ELECTRONICS DIVISION
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SYSTEMS INTEGRATION, TEST AND EVALUATION |M/_l

m

The System integration, Test and Evaluation (SITE) Project provides a s)stem-leve| capability for development and
evaluation of advancnd space c_uunfcation system, networks, cmpononts, and subs)stem.

The SITE space cummmfcatlon system laboratory includes microwave lnstrmontatton, computer control and monitoring,
and digital and microwave circuit and subsystem development and testing. The ajar feature of the facility Is a
Satellite Comuntcmtfon System Sial,tar and Tnstbud. The sf,,,lator allws satellite s)steu experimentation, the
testing and evaluation of co_)ommts and subsystem, and the development and demonstration of network architectures.
The simulator Is developed tlffough both In-house and contrecutml caqponont and subs)stem developments.

The SITE System Sial,tar is currently conflgurnd as a three temlnal satellite switched TOA4 network, including three
variable rate digital burst ground tominals, a thrum channel [a-hnd transponder, network control cmputer,
experiment control and monitor computer, and e radiative 30/20 GHz ItF I|nk te a remote retain.l, The Phase II S$-TINM
Network Expertwonts Prngrue vtll dmnstrote the operational capabilities of such a system and investigate the effects
of satellite range variation and doppler, Interference, noise, rain fide and compensation, amplitude and phase
distortions, and syst -m synchronizer|on. The capability of the SITE fec|iity In this regard Is unique.

Currently, the Phase |! Network Experiment Program Is uell under ray. Extensive use or SITE's cupebllittes vtll also
be made for the ACTS |ntarferonce experlnont (HBIt-INTEX). The next phases of the SITE sliaulator system developmnt
are nov being planned, and Include an tntarsatelllte Itnk netnork test, axperinontatton and de-onstratlon capability,
develppmnt of a test ground temtnal capable of variable data rates, undulations, end coding feasts, an enhzncem_t
of the s)stm comerclal digital Interfaces, and upgrading of the mlcrouave circuit devalolmont cmpabIItty.

The SITE facility has been used to obtain an extensive set of data on the perfomance of e Ita-I_nd system transmitting
continuous high rate data under a variety of netse, distortions, and interference scenarios. Several components and
system concepts have been tested In support of the ACTS program, and SITE facilities and expertise have been used tn
the development of ACTS' High Burst Rate Link Evaluation Temlnal (HSIt-LET) and the All)ASS Dillttal kmfomlng System.
gllestones cuepletnd In the Phase El Progrm include the completion of the SITE wultt-chennel transponder, conpletlon
and testing of two ground temtneis, the transmission of uultlpta chaonel borstnd data, Including vldon end audio
data, and ground temlnal acquisition and synchronization wlth the satellite umtrlx switch.

Technical contact: Robert 3. Kerczewskl, LeRC, (214) 433-3434 (FTS 297-$434)
Mi111ue O. Ivancic, LeRC, (214) 433-3494
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SITE MULTI-TERMINAL NETWORK EXPERIMENTS
Lelm Reoesr©h Cenlet

Neo._,_ I Satellite-Switched TDMA

,v,.. . .... . / ' /n ' Network Demonstration
I!_.:_o':::_1_ , ! ! . A.rle•_ •.per,-.ntau•,ngone,_.o,and
,F-:I-'_ _ l_.'.'_'l]__...Jp-,%.,l::_l thin TDMA ground terminal•, in • satellite-

i-:_. /_- I"_'"' '-;' ': I....._ •.,c,d TDMAn,_.ork.
I:::"_._::._ /:._.__..-- _::._ Swilchingbetweentwoorlhree"ACTS-type"

wT[ o._,ng • t m

I....... _ I V_, smdme

li:::-l:lP" \ "7" /
1_;t,: .[_..._.,l "_ E,,,,-..c .... I Network Simulation Facility Features

tat o..,,_ / ,,_,.o,_o, I 30GHz lOw noise receivers
141adelll

Experimental Parameters

Salellita range delay, range variation, and

doppler •hilt and their effect on •ystam

•ynchronizatlon

Rain f•de and compensation technique•
Co and adjacent channel inS•clarence

Noise, non-linearitles, and equalization

System and hardware imperfections

Performance of differenl hardware,

subsystems, and network algorithm

Hybrid and MMIC micrOwave matrix •witches

20 and 30 GHz ••lid •tate and TWT power amplifier•

High rate (220 MBPS) buret modem•

On-board processing hardware

Three-channel 30/20 GHz satellite transponder

Digital TDMA multi-data-rate ground terminals

Digital video/audio interfaces

Transponder configuration control

Network control algorithm• and implementation

Automated experiment control, data display • analysis
Range delay and rain fade simulation hardware

30/20 GHx radiative SITE-SETS link to remote terminal
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SYSTEMS INTEGRATION, TEST AND EVALUATION
_ i-_M.mb Cealr

i ul n i .| ,

SITE NULTI-T/RNINAL NETWORK [XPERIHENTS

The SIT( eultI-Temtnol tietvorks Exporlmts trill use the SITE Sat•lit•• Comus•ca•tea Systea Staulator to Parfora
a sortus of expertmats to dmaoestrst• and evalnote technologies requtred for setellite-svttched auitlple •ccess
he•york•.

Three d||ltat TONi Found tmltnols and • threa-chennel 30/20 GILT transponder vlth am IF matrix svttch,have keen
developod for USa in these expartamnts. These |rowd termtn_ls IWOvtde an ASK modulated salsa1 It 220 Ilbps It •
nuIher er data thrcugl_ut rites, tilth this hardy•re, • notnork sfImlsttIa vllich is adequate far testing 811 er the

.r--... .re, s.t .--....--.ran --* ,...,a setolllte-kesed nicromve matrix . users to icceas the setolttte tn the si
freeuency bead stiulteneousl¥ by using sial1 Ieatlrsphlcatly iselated antenna spot hem. These beams are then
tntercmwcted through the matrix svdtch tn any fashton required by the notvork traffic. |n eddltlea to evaluattnI
the Parferianse ef the sstel|ite transponder ¢iponents (receivers. tranmtttors, matrix witches) under such
candtttans, severs1 important systi Ul_ts Bust he proven. Nest Important ts tim notvork s)_chrenlzattan, titth
the setell|te iovtng around sltl_tly tn orbit, the effect is for each ground tar•lea1 te sea a different set•lilt•
range, re_le varieties, and dolqIlor shift. Each gr_l terltni1 lust be able to keep in s)mchreaizat|en vtth the
netvork _edependant17, and the Mtvork cemtral .,-st s]mchrantz• eM metltor the entire notvoft of ground tare•noes.
Levis has developed range delft hertk,.,re cepable of stIUlatlntl sl1 of the effects It varleus renIes aM rates.

Also to be |nclnded in the netnork expertiants ire the effects of rain fade wul Celpinssttlm techniques, ©e-channel
and adjacent channol interference, noise, non-linosrtttes and equallzsttan. In addition, the expartInots vii1 also
use the SIT(-SI[TS rsdlattve link to a riot• IrOUed Seminal.

The netvork exporlimts vii1 be _ tn three sets. in the first set. s sin91• "sister contrel" Irsund terI|nal wit1
be used to evaluate scquistttno, trackfng, and s)_chranizatton In the presence •f satellite range variation, rats
fade. and tnterforance. In the secoM set. s second •traffic tereino|" _tt request KCesS to the network, and the
ear• difficult network s_rantzsttea expertim_ts v111 take place, again in the prese_e of various iIpatrIents.
The third set of tests vii1 exerts• a three ground terItnal netvort. First, a ce-channel envlrcmmant vii1 be
stI,lated vhere tvo ground tar•teals reside in the sI spot be-- (using the SITE-SETS link). FtnalTy. the three
ground temtnals Vii1 reside ip three separate spot bei, requfrln9 full 3 I 3 dymitc s_dtchlnl of the set•litre
iatrtx cultch.

;echeical contact: st|Ilia,, I. Iv•nolo. LdC (216) 433-3494 (FTS 297-3494). Robert J. Korczemki. LeltC (216) 433-3434
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RC
GROUND TERMINAL DEVELOPMENT ©_Le?'

R.&T_SC_Q£E
Develop a high burst rate link evaluation terminal (LET) and a mini terminal test bed
(M'ITB) for use with the ACTS satellite. The LET plus the MTTB provide both
halves of multi application full duplex communications link.

PAYOFFS
Demonstration of multibeam systems and ground terminal technology at Ka-band

BENEFITS
LET Enables ACTS communications experiments in the multibeam switch

matrix mode and with adaptive uplink power augmentation

Enables ACTS technology characterization tests

MTI'B Provides a small, low-cost, ground terminal for experimentation with the
ACTS spacecraft

TECHNICAL CHALLENGE

LET Adaptive uplink power control, 220 Mbps burst rate

MTI'B Prove that a low cost ground terminal can be built for use with the ACTS
spacecraft

RC
GROUND TERMINAL DEVELOPMENT

i

APPROVED BUDGET

LeRC(KS)
ACTS link evaluation

Ka-l_m_lmini_wnJaal

test bed (MTrB)

MAJOR MILESTONES
LET- FY 1991

FY 1992

EXgA EXg.g FY93 FY94 FYgS

237* 86*
2O ]0

140 150 150 50

Stand-alone systems zeta complete
Testing with ACTS S/C at GE

MTrB. F'Y 1992
FY 1993
FY ]994
FY 1995

AGENCY THRUST

L_RC

System desi_ complete
Detailed design complete, man development
Complete developmem and in/date testing
Complete tests using ACTS

Primary: Operations
Secondary: Exploration

MISSION ACTS, Commercial Communications

ADEOUACY OF I_F_qOURCES

Highly experienced LeRC team is meeting program goals and milestones

CURRENT STATUS LET - Technology readiness level: 6
MTI'B - Technology readiness level: 2

©_LeY

* ACTS funded

C01-55



L_'rJ GROUND TERMINAL DEVELOPMENT N/_._/_
AlrR_Ir r_rcN_ (Mr _imlcl't_41rE l-wleftememl_bCedes

BENEFITS

LINK EVALUAT_O_ _E_

- ENABLES COMMUNICATI_S EXPERIMENTS

THROUGH MICR_AVE SWITCH MODE

- ENAB_S ACTS TECHN_Y TESTS

MINI-TERMINAL

- OEM_STRATES LOW COST TERMINAL FON:

A_HANUMER_ COMMUNICATI_S

TELEPHONE COMMUN_ATI_S

- TEST BED FON LERC-DEVEL_ED COMMENTS

OBJECTIVES

U_.NK EVAL.UATI_ TERMINAL

- DEMONST_TE 2_ MBPS DATA UNK

- BURSTED BER MEASUREMENTS

- ADAPTIVE UPLINK P_WER CONTR_

MINI-TERMINA_

- TEST BED FON:

MMIC RECEIVERS

POWER AMPUFIERS

ACTIVE & PASSIVE _ASED AR_Y ANTENNAS

- DEMONST_TE LOW COST, LOW DATA RATE _RMINALS

ACCOMPLISHMENTS

UNK EVALUATION TERMINAL

- PDR NOV 87

- C_ APR 90

- BURSTED DATA TEST APR 91

(FIRST TRANSMISSION THRU LOOPBACI0

- FINAL TESTING IN PROGRESS

MINI-TERMINA L

P_UMINARY P_NNING AND ANALYSIS C_PLETED
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THE OBJECTrvE or 'r/tiE UNK EVALUATION TERMINAL EFFORT IS TO DE'Vl_OP A GROUND TERMINAL THAT _ ENABLE
CHARACTERIZAlr')oN OF THE MUL_ COMMUNICATIONS PACKAGE ON THE ACTS SPACECRAFT AND PIeR)VInE A VERSATILE
FACILII_ FOR EXPEHIMENTERS.

THE I'#GH BURST RATE UNK EVALUATION TERMINAL (tET) IS A PROTOTYPE GROUND STATION BEING DEVELOPED TO

ADVANCED COMMUMCATIONS TECHNOLOGY SATELUTE (ACTS) EXPERIMENTS. A TEAM LED BY THE SPACE ELECTRONICS DMS_3N

HAS DESIGNED AND DEVELOPED A RRST-OF-A-KIND GROUND TERMINAL OPERATING IN THE 30/20 GHz BAND. TO BE USED FOR
_ERIMENTS RE_RING HIGH DATA RATES, SUCH AS _-TO_M_m_ COMMUNICATIONS. THE LET _LL SUPPORT A

VARIETY OF EXPERIMENTS CONDUCTED BY UNIVERS4TIES, GOVEFINMENT AND INDUSTRY DURING A TWO.YEAR PERIOO AFTER ACTS IS
LAUNCHED AND _. THE _R_ IS DESIGNED TO MEASURE THE BIT ERROR RA_ WHEN _ AT _ RATES OF

110 _ _ ME_S _R _ _ _TE_ __ _ _ _ FN_ _ _
CONOITIONS, THE LET 18 CURRENTLY IN THE SYSTEM W_G_ON AND TESTING STAGE. AFTER TESTING iS COMPLETED THE
TERMINAL WILL BE _-IIPPED TO GE'_ ASTRO-SPAC_ FACILITY IN PRINCETON. NJ FOR GROUND _ WITH THE ACTS SPACECRAFT
IN THE SUMMER OF 1902.

MINI TERMINAL TEST BED _ffTBI

THE _, _ THE _M TERMINAL _ST BED IS TO PROVIDE THE CAPABIUTY OF TESTING AND EVALUA_ _ V_

"lIONS OF _ POWlEq. ANTENNAS, _C _PS, _RS, _MS M_ COOECS. THIS TEST AND EVN_ IS

WITH COMPONENTS THAT _VE A _E IN THE MILITARY OR COMMERCIAL ARENAS. FOR MANY OF THE __S,
FUNDAMENTAL RESEARCH N_ DEVELOPMENT _VE ALREADY BEEN N__. THIS LEADS TO LOW TEST BED _.

THE TEST AND EVALUATION IS PERFORMED WITH LOW COST ELEMENTS, DEMONSTRATIONS WILL SHOW THAT SPACE COMMUNICA-
_S CAN BE PERFORMED AT COSTS THAT ARE NOT BURDENSOME.

_ WILL BE THE SECOND HALF OF A FULL DUPt.E_ SPACECRAFT TELEPHONE AND ALPHA4qUMEFUC COMMUMCATIONS

SYSTEM,_ _TERMI_ FIRST_. _M_wizz _VEAN_NW_M_OP2,_.6_. _

MITB ANTENNA WILL CONSIST OF A REFLECTOR AFR) PEDESTAL THAT HAS BEEN DEVELOPED FOR COMMERCIAL USE. THE 30/20 GI"(Z
FEED HAS BEEN DEVELOPED FOR ACTS UBR.2 TERMINAL USE. THE COOEC IS A UNIT THAT HAS BEEN DEVELOPED BY THE MILITARY,
AND IS JUST BEGINNING TO BE MARKETED _ERCIALLY. OTHER ELEMENTS OF THE MTrB WILL BE DESIGNED WITN
COMMERCIALLY AVAILABLE COMPONENTS.

MTTB WILL BE USED TO TEST COMPONENTS AND TECHNIQUES THAT HAVE BEEN DEVELOPED IN HOUSE, AND TO TEST THE

_ OF COMMERCIAL COMPONENTS _ ENCODING _S IN _R_NG THE EFFECTS OF LINK DEGAS.

MTTB WiLL PflObqDE THESE TEST RESULTS IN A SMALL TERMINAL _E_ WHICH _ DRAMATICALLY DEMONSTRATE THAT
LARGE EARTH TERI_NALS ARE NOT NEEDED FOR MANY COMMUNICATIONS APPUCATIONS.

TE_ _ACTS: LET: GERALD J. _S, _C, (216) 433-3485 M_: MARTIN J. _OY. _C. (216) 433-3449
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HIGH-BURST RATE LINK EVALUATIONTERMINAL
FOR ACTS SATELLITE
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RC
COMMUNICATIONS PROGRAM

Mobile Communications

Technology
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RC
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ACTS MOBILE SATELLITE COMMUNICATIONS
TECHNOLOGY PROGRAM O_A_'

R&T SCOPE

_omponent, subsystem and system development for future Ka-band mobile and

personal satellite communication systems

Significantly more bandwidth for communications available at Ka-band, allowing
higher throughput systems; smaller and lighter RF system components, providing
smaller user terminals

Develops the enabling, high risk technologies, system components and performs
the field experiments required for a future commercial personal/mobile satellite
communication system.

TECHNICAL CHALLENGE

• Tracking high gain vehicular antennas
• Power efficient, fade tolerant communications
• Compensating for high rain attenuation
• Correcting for large Doppler shifts and frequency offsets

_'_Cq3 MOBILE SATELLITE COMMUNICATIONS
ac TECHNOLOGY PROGRAM _

APPROVED BUDGET FYgl FY92 FY93 FY94 FY95

JPL (KS) 3400 3300 3300 3000 1300

MA.IOR MILESTONES

FY 1991 PDR, CDR system design completed
FY 1992 Multirate modem, reflector antenna (22 dBi gain, -7.6 dBK G/T)
FY 1993 Van experiments, active antenna (22 dBW EIRP, -8 dBK G/T)
FY 1994 Experiments using active array antenna & automobile

AGENC_ Primary: Operations

CENTERS JPL MISSION Commercial satellite communications

ADEOUACY OF RESOURCES

Good resources throughout the program, except that an additional $690K is required
for FY94 to complete project plans. Excellent staff and facilities in place.

CURRENT STATUS Current technology readiness level: 2/4
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JPL ACTS MOBILE SATCOM
TECHNOLOGY PROGRAM

• KA-BAND LAND-MOBILE COMMUNICATION SYSTEM AND TECHNOLOGY TESTBED
• BOTH FIXED AND MOBILE TERMINALS; SMALL, MEDIUM GAIN (22 dBi) ANTENNAS

L

K-BAND DATA (19.914 GHz +/- 150 MHz) Kn-BAND DATA (29.634 GHz +1-150 MHz)
AND PILOT (19.914 GHz +/- 150 MHz) ,cTs AND PILOT (29.634 GHz ÷1-150 MHz)

Kn-BANDDATA _ _ ,_ KBANDDATA

c .634 .zyi"  /(1,.914

MOBILETERMINALBLOCKDIAGRAM

t ...... "_............. f .......... -t--- ......... "
, t }

¢O_IIERrlR COMlltOULIR

J -'- L I..........., '_"_-,
/

ACTS MOBILE SATELLITE
COMMUNICATIONS TECHNOLOGY PROGRAM

EXPERIMENTAL SETUP

The figure is divided into two sections. A block diagram of the experimental setup showing the
ACTS Mobile Terminal/Technology Teslbed (AM'i'), located in Southern California, communicating
through the Advanced Communications Technology Satellite (ACTS) with a fixed station, located at
the High Bit Rate Link Evaluation Terminal (HBR-LET) at NASA LeRC, in Cleveland. Ohio. The
arrow from the mobile terminal points to a block diagram of the AMT, where the major terminal
components are shown.

The objective of the task is m design, develop, usemble, and test a full Ka-baad land-mobile
satellite communications system that utilizes ACTS for the space segment. The terminal, with the
exception of the antennas, may be used in both the maritime and aeronautical environments with
minimal redesign. The major terminal components are a mechanically steered reflector antenna, a
mechanically steered active array antenna (MMIC LNA's and HPA's integrated onto the array),

both antennas with approximately 12 elevation and 3 azimuth beamwidths, a transceiver (the IF
and RF converters), a muldrate modem (2.4, 4.8, 9.6, 64 kbps) and speech codec (2.4, 4.8, 9.6
khps), a terminal controller for overall terminal control and user interface, and a data acquisition
system for post experiment data analysis (terminal and propagation data).

The task is in the detailed design phase, and breadboards of the reflector antenna, IF and RF
converters, modem, and speech codec are under development. The terminal controller and the
data acquisition system are VME based systems, and software development for these systems is
underway.

TECHNICAL CONTACT: Thomas C. Jedrey, JPL (818) 354.5187 OR F'rs 792.5187
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ACTS MOBILE SATCOM TECHNOLOGY PROGRAM

MOBILE TERMINAL ANTENNAS
• MEDIUM GAIN (22 dBI), MECHANICALLY STEERED, SMALL REFLECTOR AND

ACTIVE ARRAY UNDER DEVELOPMENT

REFLECTOR ANTENNA TESTBED PREDICTED REFLECTOR ANTENNA PATTERNS

30 GHz PATTERNS (OIRECTIVITY = 28.1 del

, :,-F I \
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POLAR MCGLE X_DEGREES

20 GHz PATTERNS (DIRECT1VITY = 24.54 dBI)
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ACTS MOBILE SATELLITE

COMMUNICATIONS TECHNOLOGY PROGRAM

REFLECTOR ANTENNA

The figure =is=divided into two sections.-Ap]ciure showing die small reflector lelibed is on the left
of the viewgr-,ph, and plots showing the predicted antenna patterns are shown on ihe right of the
viewgraph.

The reflector ttztbed consists of a prototype elliptical reflector, • calibrated 30 GHz feed horn, the
platform on which the reflector and feed horn are mounted, and the mounts for the reflector and

Ihe feed horn. The reflector is a prototype of the AMT reflector and weighs approximately 3.5

ounces. The feed will be •n offset feed. Other components (Olher than the feed and reflector) that
will be on the actual anlenna platform are a diplexer, and the rotary joint that connects Ihrough
the rotating platform.

The predicted antenna patterns it 20 and 30 GHz ire shown in Iwo sets of plots. At 30 GHz, the
computed dlreciivity is 28.10 dBi, the elevation beamwidth is approximately 12 degrees and the
azimuth beamwidih is approximately 3 degrees. The antenna is specified to_hive • minimum gain
of 22 dBi at the +/- 6 degree poinls in lhe elevation pattern and the +/- !.5 degree points in the

azimuth pattern. At 20 GHz, the direcfivity is 24.54 dBi, the azimuth beamwidth is approximately
6 degrees, and the elevation beamwidth is approximately 18 degrees. The G/T is specified to be
less than or equa' _,_ -8 dBK ............................

A prototype of the reflector has been constr_cied and pattern measurement using the lestbed in
the picture are being undertaken. The feed design has been completed and • work/procurement
order to construct it is in process. Work is progressing on a •clive array as well.

TECHNICAL CONTACT: Thomas C. Jedrey, JPL (818) 354-5187 OR F'rS 792-518"/
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JDL ACTS MOBILE SATCOM
TECHNOLOGY PROGRAM

TERMINAL CONTROLLER RCA/DRC ALGORITHM

• RCA/DRC OBJECTIVE: MAXIMIZE DATA RATES WHILE MAINTIAINING
3dB MINIMUM LINK MARGIN IN THE PRESENCE OF RAIN

= :

w

RCA/DRC OPERATION

DATARATE

DATARATE

PILOT

TERMINAL
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DATA RATE

RCAJDRC EXAMPLE
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ACTS MOBILE SATELLITE

COMMUNICATIONS TECHNOLOGY PROGRAM

TERMINAL CONTROLLER RCAfDRC ALGORITHM

_v

= =

The vicwgraph is divided into two areas to illustrate the operation of the Rain Compensation
Algorithm (RCA) and Data Rale Change (DRC) Algorithm in the terminal controller. The figure on
the left hand side of the viewgraph illustrates the RCA/DRC operation in the terminal controller.
The figure on the right hand side of the view graph illustrates the operation of the RCA/DRC on
the return link (mobile to fixed terminal).

The RCA/DRC Algorithm is an approach that is being developed for use in the ACTS Mobile
Terminal to combat the deleterious effects of rain at 20/30 GHz. In particular, the algorithms
have been developed to maintain a voice/data link at the highest possible quality in the presence
of rain fades. The basic idea behind the RCA/DRC is that both the Mobile Terminal (Mr) and the

Fixed Terminal (FT) have various types of information on the presence/absence of fades in their
portions of the communications link. The types of information available ranges from received
data based SNR measurements, to received pilot/beacon SNR measurements. Based on this
information, the decision to increase/decrease the link dala rate is made, providing either
improved voice quality/higher data rate communications, or providing further link margin. An
example of the operation of these algorithms is shown in the second figure, where the uplink rain
attenuation for the return link is shown along with the data rate and the link margin. To
illustrate the performance of this technique, using wbrst month rain attenuation slatistics, it is
eslimated tha! the link availability in Los Angeles would increase to 99.7% from 97.2%, and in
Porriand, Maine, from 90.5% to 98.1%.

TECHNICAL CONTACT: Thomas C. Jedrey, JPL (818) 354-5187 OR FTS 792-5187
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MULTIRATE SPEECH CODEC

. MULTIRATE SPEECH CODEC- 2.4, 4.8, 9.6 KBPS COMPRESSED
SPEECH .... -

: :=

USED IN CONJUNCTION WITH RAIN COMPENSATION ALGORITHM
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ACTS MOBILE SATELLITE

COMMUNICATIONS TECHNOLOGY PROGRAM

MULTIRATE SPEECH CODEC

The projected configuration for the multiratc speech codec under development is shown in the

figure. The muhirat¢ codec will provide compressed digital speech at 2400, 4800, and 9600 bits

per second. At 2400 and 4800 bits per second, the compression technique will be the federal

standards for these rates. At 9600 bits per second, the final compression scheme should be the

Cellular Telephone Industry Association slandard 8000 bits_r s_econd coded up to 9600 biu per
second. The Codec will consisl of a base unit and a handset similar to those in use with cellular

telephones.

The multiral¢ !_ature of the codec will allow the data rate to be adaptively varied to compensate

for rain fades ".'.,bite maintaining the inleB1;ty of the voice link. in particular, in good link

conditions, th( ,_ic=. link will operate at 9600 bits per second and provide good quality speech.

As the link cL,,.,,,i_r' "Jrqrade. the data rate will be switched to 4800 bits per second, to 2400

bits per second g,,__ :1,,_. a 2-3 dB increase in (clear weather) link margin with each reduction.

At 2400 hits per =r,.,;,:_l, the voice link provided will be of communications quality.

The detailed specificalion of the codec has been completed. The processor boards thai implement

the compression algorithms have been selected from an outside vendor. The handset selection,

construction of the analog interfaces, and design of the DSP based terminal interface board, are all

underway ...... _

TECHNICAL CONTACT: Thomas C. Jedrey, JPL (818) 354.5187 OR FTS 792-5187
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J I}L ACTSMOBILESATCOMTECHNOLOGYPROGRAM
AERONAUTIC COMMUNICATIONS EXPERIMENT

ACTS' HOPPING, FIXED, OR,
STEERABLE BEAMS

ACTS OR OTHER SATELLITE

OF OPPORTUNITY

,_ - "_ VOICE, DATA,

_ C(_blI_RESSED VIDEO

MECHANICALLY STEERED /_
ANTENNAS TESTED "';_ PSTN .......
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ACTS MOBILE SATELLITE
COMMUNICATIONS TECHNOLOGY PROGRAM

AERONAUTIC COMMUNICATIONS SYSTEM

The viewgraph depicts the aeronaulic communications system exl_rin'_n_t seiup: Voice, data,
FAX, and compressed video will be exchanged between a hub station and an aircraft's cockpit and
cabin. Three thrusts for this work are proposed. The first two proposals involve aeronautic
communication experiments with ACTS. The last thrust is primarily a study proposal.

The first proposal is the 'low' bit rate experiment wherein the aircraft is outfitted with three

electronically steered phased-arri)Y-antcnnas (under deve,opment at-LcRC) and a 9.6 Kbps link is
maintained between the ground and tbe aircraft utilizing ACTS. Voice, data, and possible FAX,
services will be demonstrated. The experiment will be jointly designed and performed by JPL
and LeRC. it is currently in the planning stages and

The second proposal is a 'high' bit rate experiment, it will demonstrate new aeronautic services
such as compressed video to the cabin for Icleconferencing applications and to the cockpit for FAA
and ATC support. This experiment is now in the dcfinilion stage. As currently envisioned, it
would utilize the core of the AMT equipment: the reirleclor antenna, the RF and IF converters;
terminal controller and data acquisition system. Data rates of < 384 kbps can be supported but
would require a new modem to be designed. Equipment modification is also necessary to support
the higher Doppler offsets encountered and to track the satellite in both azimuth and elevation.
An experiment is proposed for FY'94 utilizing ACTS.

The third proposal consists of a study of the communication needs of the aeronautic industry and
the design of a acronaulic communication system to meet these needs. An experiment could
possibly bc undertaken in the FY'0"/ and beyond timcframc utilizing specialized hardware.

TECHNICAL CONTACT: Polly Estabrook, JPL (818) 354-7403 OR FTS 792-7403
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MOBILE COMMUNICATION
TECHNOLOGY DEVELOPMENT

I kT..S.C.OP 
Develop and test advanced, high risk Mobile Satellite Communications (MSAT)
technologies to demonstrate their viability and accelerate transfer of the Mobile
Satellite Service (MSS) to U.S. industry. Emphasis placed on critical subsystems of
mobile antennas, modems, codes and network protocol.

£AYD.E 
Increased terminal data rates, spectral and power efficiency, and improved robustness

in the fading channel. Less expensive, smaller, more efficient and more sensitive
antennas. Increased network access throughput, with inherent stability.

Maintains U.S. preeminence in Satellite Communications Technology. Expands
applications of the technology. Supports advocacy of effective spectral utilization,
industry development, and public safety.

TECHNICAL CHALLENGE

• Power, spectrum and orbital efficiency
• Robust modulation and coding
• Low cost mobile terminals

• Efficient and stable dynamic channel assignments
• Secure communications

RC

MOBILE COMMUNICATION
TECHNOLOGY DEVELOPMENT

, ! I

APPROVED BUDGET FYgl FY92 FY93 FY94 FY95

JPL (KS) 490 500 500 500 500

MA.IOR MILESTONES
FY 1991
FY 1992
FY 1993
FY 1994
FY 1995

19.2 Kbps DBASE experiment and demonstration
Dielectric wedge beam steering - reduces loss 1 dB, and blacklobe 10 dB
Demo 2:1 to 3:1 generalized image source compression, multirate modem
Demo ANSERLIN dual polarized array with 10 dB reduction in blacklobe
Demo multilayer array with I dB gain improvement, 20-30% lower cost
potential

AGENCY THRUST Primary: Operations

CENTERS JPL MISSION Mobile satellite communications

ADEOUACY OF RESOURCES

Resources are appropriate and needed technical staff is on board

CURRENT STATUS Current technology readiness level: 2/5

C,,O1-64
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MOBILE COMMUNICATION
TECHNOLOGY DEVELOPMENT

MOBILE COMMUNICATION TECHNOLOGY DEVELOPMENT

The goals of the MobileSatellite Program are to develop the lechncfogy to accelerate the exploitationOfspace
satellites for a widerbase of communicationsusers. The criticaland high risktechnologies to supportMobile Satellite
ground terminalshave been identified,developed and tested in the field inend-to-end configurations.During the
development emphasishas been placed on the transferof the technologyto industry.The terminalcomprises several
subsystems: DirectiveAntenna, Speech Compression, Modem with FonmardErrorCorrection Coding(FEC), Transceiver,
and Terminal Controllerincludingaccess and data transfer protocols.The overall system amhitecture is based upon a
multi-spot beam, bent pipe. Geosynchronouscommunications payload.

Several approachesto medium gain Directive Antennas have been pursued induing bothstacked patch and cavily
backed slot phased arrays which are electronically steered and tilted and Yagi arrays which ere mechanically steered.
The Transceiver incorporatesdual channel receiver and singlechannel transmittersections, each of which is frequency
agile and digitallycontrolled,The pilot channel supporlsthe functionsel antenna trackingand doppler frequency
correction. The Modem, builtw_thDigitalSignal Processors (DSP) implements modulationof the 4.8 KBPS digital data
stream, incorporatesFEC and interleaving, and demodulation, incorporatesbit and frame synchronization,
de-interleaving, and Viterbi decoding. The Speech Codec providesgood quality voice and adequate speaker recognition
at 4.8 KBPS. It is implementedwith DSP and includesadded FEC to improverobustness in the fading channel. The
Terminal Processorintegratesthe control of the terminal implementingantenna acquisition, re-scqulsition,satellite beam
recognition,dock synchronizationand access and data transfer prolocols.

Increasing the pedormance of the syslem under the severe constraints imposed by bandwidth, power, orbitalslot
availabilityand cost of user terminalschallenges the design of antennas, moaerns and source encodingtechniques.
Improvements inground terminal technology pern_t greater Iredeoff flexibilitybelwsan space and ground segments.

Several configurationsof the ground terminal have been integrated into a mobile test van and demonstration vehicle.
Fieldtests and evaluation of the performance of subsystemsand the overall system were conductecIusing satellites el
opportunity. Early tests took place along the Southern CaliforniaCoast wth the Pacific Operating Region INMARSAT
Beacon. A translator moonmdalop the fOOO-footNOAA Wave Propagation Laborato_' Tower in Erie, CO provided a
surrogate satellite for subsystemand system tests. Complete end-to-end experimentshave been conducted with the
cooperation el the FAA and INMARSAT for aeronauticalapplications and Australia'sAUSSAT and Japan's Experimental
TelecommunicationsSatellite V (ETS*V).
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Satellite Communications
Advanced Research

(SCAR)
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SATELLITE COMMUNICATIONS ADVANCED
RESEARCH (SCAR) PROGRAM o_

NASA Research Annomleemen| (NRA) Obiectives:

• Solicit innovative ideas and technologies that will keep the U.S. preeminent in satellite
communications through _plementation in the commercial marketplace

• Provide guidance for future NASA program planning

- Ensure continuing relevance of NASA's communications
program to industry needs

- l.'l:ntify cutting.edge technologies

• Provide [: 4, industry with access to NASA-developed techniques/technologies for
applicatioa m improving satellite commercial service

• NASA support of technology R &D to reduce industry risk and expedite commercial
application in improving satellite communications services

• NASA suppon of technology R & D to reduce industry risk
and expedite commercial applications
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SATELLITE COMMUNICATIONS ADVANCED
ac RESEARCH (SCAR) PROGRAM #_qr

Scope of SCAR Program:

• New processes, methods, or techniques that would enable new communication
capabilities or services

- Examples: research on coding theory, information compression and data
organization, distribution, and presentation

• Advancement in the state-of-the-art of technology, materials, or devices

- Supports improvements in devices or materials such as: Very High Speed
Integrated Circuits (VHSIC), Monolithic Microwave Integrated Circuits
(MMIC), lasers, composites, mechanisms, etc.

• Advanced communications systems analysis, study of, and research on future
communications system concepts that utilize the space element, for the year 2000 and
beyond

- Should be traceable to new space delivered communications capabilities or services

SATELLITE COMMUNICATIONS ADVANCED
ac RESEARCH (SCAR) PROGRAM #_

I

_PPROVED BUDGET FYgl _ FY93 FY_ FY95

(KS) 2OO0 2OO0 2OO0 2OOO 20OO

MAJOR MILESTONES

F'Y 1991- 1992

FY 1993
Complete SCAR I contracts
Initiate SCAR II program

CENTERS Hq, LeRC, .FPL,GSFC MISSION Commercial communications, ACTS

,_DEOUACY OF RESOURCES

Adequate to fund best industry ideas (industry cost shares)

CURRENT STATUS

Generally midway through SCAR Icontracts

C01-67
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SCAR CONTRACT- EFFICIENT, HIGH POWER SOLID STATE AMPLIFIER

ROCKWELL INTERNATIONAL / NASW-4513

PO,,.o,,,=ELE¢,,_',.'_ /
"=. -o_,.o-,.EA,

POLARIZAI'ION

ELEMENTS

BENEFITS

OBJECTIVE / SCOPE

• TO DEVELOP AND DEMONSTRATE A NOVEL

SPATIAL COMBINING CONCEPT PRODUCING N_H
POWER FROM AN ARRAY OF MMIC AMPU_ERS

- PHASE I | S MO.) - CONDUCT PROOF OF FEASIBIUTY

INVESTIGATIONS OF POWER COMBINER ONLY

( NO MMtCs )

- PHASE II ( 12 MO) - FABRICATE AND DEMONSTRATE
PROOF OF CONCEPT AMPLIFIER WITH MMIC DEVICES

ACCOMPLISHMENTS

• NOVEL SPACE COMBINING CONCEPT OFFERS

POTENTIAL FOR :

- IMPROVED HEAT DISSAPATION

- HIGHER EFFICIENCY AND POWER

- LOWER COST

THAN OTHER SOLID .STATE AMPLIFIER CONFIG-
URA11ONS

• CONTRACT AWARDED OCTOBER '1990

• PHASE I - DESIGN OF ORTttO-UNEAR POLARIZATION

ELEMENT. DIELECTRIC LENS COMPLETED

- TRADE-OFF ANALYSIS OF HORN.qrlELD

MODE TRANSFORMER CONFIGURATIGNS
COMPLETED

I 8¢4¢1tt_ I J
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SCA,_' _: ONTRACT - SUPERCONDUCTING PHASED ARRAY
ANTENNA RESEARCH

BALL AEROSPACE / NASW -45f4W-45f3

•

\: !i ,-J _ii _-/
I_!:_:_ I_),

BENEFITS

• RE0_ED LOSSES IN BEAM FORMING NE_NORK

• REDUCED ANTENNA NOISE

OBJECTIVE / SCOPE

• TO DEVELOp#,NO _IdQftSTRATE A4 = 4

SUPERCONDUCTING PHASED ARRAY AT 30 GHz

• TO DEMONS_ H_ THERMAL SWITCH POR PHASE

SHIFTER

• TO PERFORM ANTENNA SYS_M _DE OFF STUDY

ACCOMPLISHMENTS. "

• CONTRACT AWARDED JANUARY 1991 F_)R PHASE I

• STATEMENT OF WORK REVISED

• 2 • 2 ARRAY DESIGNED AND FABRICATED AT NASA LEWIS
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TELECOMMUNICATION SCIENCE AND
ENGINEERING DIVISION JPL

w

r_

SCAR CONTRACT- NEURAL NETWORK-BASED
CONVOLUTIONAL DECODER

UNIVERSITY OF CALIFORNIA, SAN DIEGO / NASW-4507

msl._l 1 I I 1 I I J

_(URON OOU!

•-.1©1C51 1 1 1©1 1....

_%V.__ ...

JsT.--,I I I I I I I I

Neur=l Net Decoder

BENEFITS

• EFFICIENT ERROR CORRECTION SCHEME
REDUCES BIT ERROR RATE

• SCALABLE DESIGN ALLOWS COMPLEXITY/
SPEED TRADEOFF

• NEURAL NETWORK LEARNS AND ADAPTS
TO CHANNEL ERRORS

OBJECTIVE/SCOPE

• TO DEVELOP AND DEMONSTRATE A NEURAL
NETWORK CONVOLUTIONAL DECODER FOR
SATELUTE COMMUNICATIONS

- PHASE I (12 MO.) - CONDUCT SOFTWARE
SIMULATION TO EVALUATE EFFICIENT
NEURAL DECODING ALGORITHMS

- PHASE II (24 MO.) - DESIGN, FABRICATE,
AND TEST THE PROTOTYPES OF THE MOST
PROMISING SCHEME IDENTIFY IN PHASE I

ACCOMPLISHMENTS

• CONTRACT AWARDED JULY 1990

• DESIGN AND SIMULATION OF A CAM-BASED
NEURAL CONVOLUTIONAL DECODER

• DESIGN AND SIMULATION OF A SCALABLE
VITERBI DECODER

• PRESENTATION OF A PAPER ON NEURAL
DECODER AT IEEE INTERNATIONAL SYMPOSIUM
ON CIRCUITS AND SYSTEMS

SPACE ELECTRONICS DIVISION
LN fl_e_rJJ Cema

1 !

SCAR CONTRACT COMSAT LAIBORATORIES / NASW-4528
ON-BOARD B-ISDN FAST PACKET SWITCHING ARCHITECTURES

--LL 

OBJEC ;liars

* CttARACIERI_TION OF BISON SERVICE6

* B4VIESllGATIEFAST PACKET SWITCHING

8ATBJJTE NETWORK MtC.HnECTURF-$

* DEVELOP POC _ FAST PACKET 6WITCH

BEN£FI'IS

* COST-EFFE_ COMMUNICATIONS

- HIGH SPEED PRIVATE NETWORKING

- THIN4tOUTE BROADBAND 8_

- EMERGENCY COMMUNICATION8

- HIGH VOLUME DATA DISTRIBUTION

- "IrERRESTRIAL NETWORK _'IrORATION

- INTEGRATION OF COMMERCIAL SERVICES

AND NASA SPACE MISSIONS

ACCOMPLISHMENTS

• CRITICAL DESIGN ISSUES 10ENTIFIED

• VARIOUS NETWORKS ARCHrrECI1)RIES
INVESTIGATED

• TRADE-OFF ANALYSIS COMPLETE

CO1-69
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SPACE ELECTRONICS DIVISION

I • I
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SCAR CONTRACT - FLEXIBLE RATE HDTV CODEC

COMSAT LABORATORIES/NASW-4512

m=_J
ALO_ G_ _ _?V ENC_A

BENEFITS

ENABLE VIABLE AND COST COMPETITIVE

SATELMTE DISTRIBUTION OF HDTV SIGNALS

EASILY ADAPTABLE TO BROAD RANGE OF

TERRESTRIAL HDTV TRANSMISSION FORMATS

HIGH PROBABILITY FOR COMMERCIALIZATION
OF DEVELOPED TECHNOLOGY

OBJECTIVE�SCOPE

TO DEVELOP AND DEMONSTRATE A FLEXIBLE-

RATE (27-55 Mbps) DIGITAL VIDEO CODEC FOR
SATELUTE TRANSMISSION OF HDTV QUALITY

VIDEO SIGNALS

PHASE I (8 MO.) - EVALUATE CANDIDATE
APPROACHES AND SYNTHESIZE FINAL

ALGORITHM

PHASE II (12 MO.) - BREADBOARD CRITICAL
COMPONENTS

PHASE lU (12 MO.) - CONSTRUCT POC

HARDWARE; INTEGRATE & TEST FULL HDTV
CODEC

ACCOMPUSHMENTS

• CONTRACT AWARDED OCTOBER 1990

• PHASE I COMPLETED

MOTION COMPENSATED SUBBAND CODING

APPROACH SELECTED

SIMPUFIED VECTOR QUANTIZATION (SVQ)
FOR CODING OF INDNIDUAL SUBBANDS
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SCAR CONTRACT - ADVANCED SATELLITE DESIGNS AND
EXPERIMENTS FOR ISDN SERVICES

COI_TEI. I_ZCHNOLOGYCENTER AND UNIVERSITYOF COLORADO / NASW-4520

SATELUT_ 13,._NSERVICES

m__ .,

lIT( _•,,)

III_OIE imlLaWJ¢_t
•TK

BENEFITS

• RURAL AND REMOTE ACCESS ISDN SERVICES

• NATIONWIDE ISDN CONNECTIVITY

• REDUCEDISD.TERMIN COST

OBJECTIVE / SCOPE

TO DEMONSTRATE SATELLITE ISDN SERVICES

VIA ISDN APPLICATION TE_TBED

PHASE I (12 MONTHS) - DEVELOP NETWORK

AND TRAFFIClgI_I)E_ =_RIO _1):
PERFORMANCE SPECIFICA_S

PHASE II (12 MONTHS) . COMPLETE HARDWARE

IMPLEMENTATION FOR FULL SERVICE ISDN
SATELLITE

PHASE HI (12 MONTHS) - PERFORM HARDWARE

AND SOFTWARE SIMULATOR EXPERIMENTATION

ACCOkIPLISHMENTS

CONTRAC T AWARDED SEPTEMBER 1990

ISDN LITERATURE SEARCH COMPLETED

PRELIMINARY ISDN TERMINAL HARDWARE
DESIGN COMPLETED

PRELIIWNAR¥ NETWORK AND TRAFFIC MODEL
COMPLETED
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INTEGRATED TECHNOLOGY PLAN FOR THE CIVIL SPACE PROGRAM

ITP EXTERNAL REVIEW

TECHNICAL WORKING GROUP MEETING
ON

R & T SPECIAL TOPICS

PHOTONICS
TECHNOLOGY PROJECT SUMMARY

v • °

JUNE 27, 1991

Dr. Ramon P. De Paula

OFFICE OF AERONAUTICS AND EXPLORATION TECHNOLOGY
NATIONAL AERONAUTICS AND SPACE ADMINISTRATION

WASHINGTON, De

PHOTONICS

WHAT IS PHOTONICS?

PHOTONICS INVOLVES THE USE OF LIGHT (PHOTONS)
IN CONJUNCTION WITH ELECTRONICS FOR

APPLICATIONS IN COMMUNICATIONS, COMPUTING,

CONTROL AND SENSING.

COMPONENTS USED IN PHOTONIC SYSTEMS

INCLUDE LASERS, OPTICAL DETECTORS, OPTICAL
WAVE GUIDE DEVICES, AND FIBER OPTICS, AS WELL
AS TRADITIONAL ELECTRONIC DEVICES.

C :,'!..



I

RC
PHOTONICS

GOALS AND OBJEC VES

• DEVELOP HYBRID OPTOELECTRONIC DEVICES AND SYSTEMS

FOR SENSING, INFORMATION PROCESSING, COMMUNICATIONS,

AND CONTROL THAT WILL ENABLE AT LEAST AN ORDER OF

MAGNrHJDE IMPROVEMENT IN PERFORMANCE OVER EXISTING

TECHNOLOGY IN MEETING NASA MISSION REQUD_MENTS.

• CONDUCT R&D IN THE FOLLOWING AREAS:

- MATERIALS AND DEVICES

- NETWORKING AND COMPUTING

- OPTICAL PROCESSING/ADVANCED PATYERN RECOGNITION

- SENSING

_I

J

N

z
m

g

B

J

g

IIII

PHOTONICS @&ffF

BENEFITS

• INFORMATION SYSTEMS AND NETWORKING AT Gbit/se.c RATES, WITH "l_ytc STORAGE
CAPACrrY AND COMPONENTS FOR DECODING AND MULTIPLEXING WITH 10 TO 1000X LESS
POWER CONSUMPTION

• MIXING AND MODULATING OF nun AND SUB-nan WAVE SIGNALS IN THE OPTICAL
DOMAIN TO BYPASS MICROCIRCUIT CONSTRAINTS

* SPECIAL-PURPOSE PROCESSING FOR OBJECT RECOGNITION AND HAZARD DETECTION
AT 104 TO i0 s MIPS/WATT (100x CURRENT CAPABI1/I'Y) WHILE OFF-LOADING SYSTEM
GENERAL PURPOSE COMPUTING CAPACITY.

, LASER SENSING AT NEW WAVELENGTHS (eg. 2-5 pro, LONG IR) WITH COMPACT
DIODE LASERS. NEW TUNABLE LASERS.

• OPTICAL FEED AND CONTROL OF 104TO 10 5 ELEMENT ANTENNA ARRAYS FOR BEAM
STEERING wrrHOUT ANTENNA SLEWING.

• FIBER OPTIC INTERFEROMETRY TO SIMPIJFY CONTROL AND MECHANICAL DESIGN;
DECREASE ATMOSPHERIC FLUCTUATIONS IN PATH LENGTH FOR EARHT-BASED SYSTEM
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APPROACH

• BASE PROGRAM

- INVESTIGATES NEW SYSTEM CONCEPTS AND DEVELOPS NEEDED DEVICES

- LAYS FOUNDATION FOR FOCUSED PROGRAM EFFORTS

=SELECTS TECHNOLOGY AREAS LIKELY TO HAVE A SIGNIFICANT EFFECT ON THE WAY
FUTURE PROJECTS ARE CARRIED OUT

- DEDICATES A FRACTION (-10% OF PROGRAM RESOURCES) TO SMALL TASKS DIRECTED
TOWARD IDENTIFYING OR DEVELOPING PROMISING CONCEPTS FOR FUTURE

DEVELOPMENT (INNOVATIVE CONCEPTS)

- ESTABLISHES A STRONG UNIVERSITY INVOLVEMENT IN THIS AREA

. FOCUSED PROGRAMS

SCIENCE SENSING

- INFORMATION

- PURSUE TASKS THAT CAN LEAD TO LEVEL 5 BREADBOARD DEMOS IN 5 YEARS,

MAINTAIN COUPLING WITH USERS THROUGHOUT THE COURSE OF THE WORK

r

v

RC
PHOTONICS

PROGRAM ORGANIZATION

I PHOTONICS I

I I

BASE ]R&T

- MATERIALS&
DEVICES

- HIGH CAPA(XIN
NETWORKS AND
PROCESSORS

- OPTICAL INFORMATION
PROCESSING/ADVANCED
PATI'ERN RECOGNITION

-- PHOTONIC SENSORS

SENSING

-- AOTF MULl]SPECTRAL
IMAGER

-- FIBER OPTICS FOR SPACE
INTERFEROMETRY

-- SPECIAL-PURPOSE
SENSOR LASERS

- ALL OPTICAL MIXER
FOR $UB-n'_

_TIONAm [COMMUNICATION

-- HIGH RATE LOWPOWER
NETWORK

-- offrlCAL MEMORY

-- SWITCHING &
PROCESSING

-- ANALOG FIBER OPTICS
FOR MICROWAVES

-- ARRAY ANTENNA FEED
AND CONTROL

C.,O2-3
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,, , i

AND
[_VlC_

- OIBC'SAND _
IH'rEG_T_N

= SFI_AL-RrP.F_
TUHABL_ I._

- OPllCAL _
MODULATORPOE
nunWAVES e

•OffID_)-WAVE OFTICAL

= SPATIALLIGHT
MODULA_DRS

- Qu_rrol_ W_E AND
QO_O_Tt_ DOTAR_¥S

• RAI_XARD
SPA_AL_ED
COMPONEh'I3

WORK BREAKDOWN STRUCTURE

PHOTONICSPROGRAM

I
I

NEINVORKlflqGANDICOMPUTING

- _OH-RATE LOW-
POWER_t

- OPTICALVOLUME
MEMORYt

FAIJI.T-TOLERANT
hYTWORKS

ANALOGbflCROWAVE
_sl_ss_o_ AND
ODNTROLt

• 5WITCH_O AND

NE'ISt

HDTV

I
OrTICAL

PROC'F_EqG/ADVANCED
PA_N RECOGNITION

MATRIXPltOCES,5ORPot
SPI_'TILALDATA ANALY_L5

OPTICALCONTROLOFSPAC_
STRUCTURESt

- ADVANCI_)OPT1CAL
PATrER.Nlit:COGNITION

= LAHDERHAZAP.D

= OPTICALICEURAL
NETWORKS

- L.AHDE]tO_D_t

- itOVU VISION
MW_ItOCF._

I_ G_ SIGNAL
Mt(X:W.SOttt

I

S_S_G [

AOTPPO__
m MULTI_
D_AO_O"

MEvIqROI2_y
$I_45ORS

._M[,ART$1_NS

- FIBEROPUICSP(_
IN'TF.RFI_OME'_Y*

* BqSITUCHF..k_CAL
SENSORS*

- METROLOOY
_O_flETRY

I_A.._EC'ONIUOA'TIO_

mER Om_ POIt
SPBC'ntoML=T_5

SCIENCE } FOCUSED PROGRAM glLEMENTSOPERATIONS BP.gADBOARD DEMO IN < S

i
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TECHNOLOGY AREA

MA'rI_IAL_ AM) DLqrlCF_
•oFncAI,WA VIIOLqDE
DEVICI_

• _ PUIt]_SE L_'E]tS
FOit S_S_

• OFI'ICALk4X_ FOit TI_
Sl._-me

II II

PHOTONICS ,, ,, , )

I CURRENTSTATE OF THE ART I TECHNOLOGY GOALS

• WAVEGLrd)EDEVK:F.SDe _
LOf_ 0.1cgl_m
MOIXILAllON_CY IOGHz
B,rfl_Gl_T1K)lqL_V1E1.9 1_ 10 I_'VI_ES

• W,ot_ _ Axp_YS, FREQUB¢_t

NL;'T'WOlltKInG AND COMPtrrlNG
• HIGHRATE.LDWPOWEIt • _: FEwIt,g_g
NwrwoRgS R)[X 100J_IT f:mERglNO

HPPI100 MBIT
SONET _.4GB1TIq)R'm.C(_

LA_Iu
FOWF.P_OOIE_O-S0w 0K)iX)

• HA_ _:MO_Y • MAGDLSCSYS'/_
CAPACWYGSYT_

AC'C_5 T/ME 15m

• ANAI..DGMIOIOWAVE . WAVg(RqDE _;
_IUO_MISSlO_ lql_QO_cY X BAND tOOK

"l'It._d_0_ DISTANCE

• I:ULLDrmGRA11ONDem-v s__
_O.l d_

lo.lo00lu
ll,,,r'l[_RK'IION-!_ _ -_ SUrCOaT
TO IMlq.,,El,_r NIETWOI_KINTBR,FA_E._ DECOIWEX

• SPECIALWA_; _I. 2.I p.mF_)RI..AW_;

FOW_ 100MW

H(_SE iOX'tl._ Q_t.fAX,11't._I.,1_n'1"
Odl_ _ I_OXIO0

I--

• TRIPL_ FAULT_ _ F_BIt. PROBABLY
_/OLtrgg_AIgY IqtOMP'DDLt.W_

DATAIP_TI[_1GBff_EC
LA_ 1,10mSEC
FOWIE;IUVOD_I WAIT

• _ VOLDMEM]_M
e.A_At2rrY
I_ RA'_ i Gb_c
AC'CT_S_ ¢ ! pig

- OPTICALPl)l_ WITHMICROWAVEXIM_T,qlU_"IEIV_MOOUL]_
_ XBAND 10_k. K, BAND '_ Gl'lx
t._ 2-3d_m
DYNAM_ JbQ¢¢_ 1_¢m
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I

TECHNOLOGY AREA

OPTICAL PROCESSING
• MATRIX PROC'ESSOR FOR

Slq_'qltAL ANALYSLq

• STIUX"nn_ CONTROL

• ADVAHCI_ oFrlCAL
PAI"rERH RSCoGNrnoN

• _ HAZARD DEI"ECnoN

SENSING
• AOTF MUL'nSPECTRAL

D4AOER

• I_$ER OIqIC$ FOR

INTERFEXDM]ETRY

• _Y 5EHSOR.S

CURRENT STATE OF THE ART

• ELECTRONIC DIGITAL PROCIESSINO
OFt'LI_E PR_ OF $$M]E
PLUME DATA FOR _Y _N

NO ENGINE $1KrrDOWN CAPABK/TY

16 _ SPEL_"RAL ANALYSLS AT I Khz

• DIGITAL _ONIC _AOIC CONTROL

-10 a $_SORS AND ACTUATOR5
VIBRATIK)N DAMPING AT 35 lb.

DIGITAL ELECTRONIC pRoc'_o
6o Ib COOPEP_TIVE TARGffr
NONi_x_ wrmwux_._ oi_:r

• RADAR _I._Y; NO HAZARD
D£T1ECTION ALOORI'T1045 HAVE BEEN

• MULTISIrcCTRAL IMAGING ETrHE_ BY FILTER
WHEEL OR LARGE IN_rRUME_r LIKE HIPAS
OPERATING 1_ PUSH]BROOM MODG

• FREE SPACE offnc5 IN _TI_U:I_ROIdETER

$ DIM_q_ONAL AD/U_

• $URVEYg_ AND _ $H0P
INSTRUblBqI_

TECHNOLOGY GOALS

• AO ARRAY OIq1CAL MATRIX PROCE£SOR
2000 L/NE SPECTRAL DATA
ANALYSIS AT I kHz
ENGINE sHUTDOWN CAPABILITY

• OFrlCAL FEE]_ACK LOOP

z >I0 SBqSOR$ AND ACTUA'rOR5

VI]BRA_ DAMPING AT I KH,x

-4--

• oPrlc._ CORgJ_AT]D_

COOPERATI[VE TARGET AT 60 Hz

20Occ. t ks._O W

O4fflCAL NI_JRAL _

_ Z In m ROCK OR SCRAP
30 IMAGP_AGc. <50 W, I cu _. 10 Ib

• TeO2 AOTF VIS AND I_rAR i
1RTAS AO'11: I_R MID-IR
_ FRAMEShe_ I dO mm SFECTRAL WIDTH

WAVIK,£NGIII RANGE !-2 OCTAVES FOR ONE AOTF CRYSTAL

• _ PATHS IN FIMEROP'nC WAVBGUIDE
ONIE_SX)NAL CONTROL

• Iq4As_ LOCXI_) LASER
-so

SCANNA/K.E
S_l"rt.MO "lrl_ -I ms

RC
PHOTONICS

TECHNOLOGY CHALLENGES

TECHNOLOGY AREA

o_ro_ot_c _TED CIRCUITS (OEICS)

AOTP MULTISFf.Cr1_ IMAGING

HIGH RATE OPTICAL _E'TW_

MASS MEMORY

OPTICAL SUB mm

HAZARD DETECTION FOR PLANETARy _ING;

ROVER VISION

oFnCAL PROCESSI_.__ADV_ PA_
I_ECOGNrlION

TECHNOLOGY CHALLENGE

• , I_'EGRA'rIo_ 0F _OI_C • B.EL'_ON'_ COkg,Ol_rr3

• Y1]sI_

• NUMBER OF _ SU_=ICE_T TO I_qABLE

USEIqJL SY_ _ TO BE AC'_EVE)

• LARGE, HIGH QUALITY ACOUSTO-OPrlC CItYSTALS.
ESPECIAllY FOR Tlm m

" • _UTION, MIOIX)ML_RICEFFICENCYANDACCURACY

• LOW FOWER PER NODE

• ULTR.A HIGH RIb.lABILITY; LONG _ WITH DE,,T.I_N

C,RAC_UL DECdtADATION POR ANY FAILURE

• USE OF VOLUM_ I,_DIA _ STORAGE TO ACHIEVE LARGE

INCREASE IN IHI_/_MATION DENsrrY
• HIGH RELIAB_ITY AND LONG LIFE

• NOHLJNEAR MAllERIALS

• DEVICe. ARRAY

• LOW _ION NOISE

• ADVANO_ SLbrs

• ROBUST ALOORJ'_M5

• ADVANCED SOLID-STATE Si..J_rl

• SPECIAL MrP.K_E ALGOitTI10_ FOR _0CF..SSlNG

• ROTATION AND _ INVARIANT _ IaDR PATT1E]RH

RECOGNmON

CO2-5
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TECHNOLOGY CHALLENGES (CON'T)

TECHNOLOGY AREA TECHNOLOGY CHAI.LENGE

SPA_AL LIG_ MOD_ • ROBUST. ALL SOLID STATE DEVICES CAPABLE OF "IV
RESOLUTION AND SPEED

SPECIAL-PURPOSELASERS • APPLICA'nON OF MBE, MOCVD TECHNOLOGY TO NEW DEVICE

STR_ TO OBTAIN NEW WAVELENGTHS

• STABLE OPERATION AND LONG DEVICE LIFE;SPACE

QU_AT_N
• TUNABILXrY

. HIGH POWER PHASED ARRAYS FOR OPTICAL COM

S_ AND IN.LINE PROCESSING FOR
COMMUNICATION

• LOW-POW_.. VERY HIGH THROUGHPUT IN.LINE RE/_-TIME
F[I.T_S, PROCESSOkSAND S_

OPTOELF..CTRONICMEROWAVE ANTENNA
ARRAY FEED AND CONTROL

• SY$'IEM ARCHnEcrURE
• SIMPLE PROCESSORS _ DELAY GENERATION
• COMPO61TE STRUCTURES

OPTICAL FIBERANALOG MICROWAVE

SIGNAL TRANSMISSION

• DYNAM_RANGE; HARMONICS

• HIGH-FREQUENCY MODULATORS

SPACEENVIRONMEICrA.L _ ON
OI_rO_J_WRONICS

• MODELS TO PRi_DICr LONO._ PERFORMANCE
• APPROACHES TO I_U_ I_ OF RADIATION AND

FOI.YI_BIAGING
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RC PHOTONICS
|

FUTURE NASA NEEDS

1. S_C_D INTEGRATED WA_U_E D_ FOR MODULATING, AMPLIFYING, DETECTING, AND

EMITTING REQUIRED FOR COMMUNICATIONS AND _ORMA_ON SYSTEMS; BY 2003
• MISSIONS: ALL MISSIONS, AND GROUND SYSTEMS

Z H_H RATE, LOW _WER, ULTRA REL_BI _ DIGITAL _O_SING, NETWORKING, STORAGE, AND
DISPLAY BY

• MISSIONS: OVBLI-NG; LDR; OVBLI; HIR.]S; PF; NO! _, (ALL)

3. OPTOELECT_.ONIC SYSTEMS FOR TRANSMISSION AND CONTROL OF MICROWAVE SIGNALS IN

COM_,_.rNICATION SYSTEMS AND ARRAY _NAS BY 2_i
• _#'JSSIONS: ALL MISSIONS, AND GROUND SYSTEMS

4. LOV. i-"_,'_¢'ER.REAL.TIME OPTICAL PREPROCESSORS PDR PLANETARY LANDING, ROVERS. AND SURFACE

SCD.:_'JC.._.BY 2003
• MISSIONS: LUNAR, PLANETARY LANDERS; ROVERS; CNSR; SMMI

5. COMPACT, SIMPLE AND AGILE IMAGING SPECTROMETER FOR VIS, IR BY 1999
• MISSIONS: LTI'; OSI; ST-NO; SMMM LDR SMMI; MR

6. OPTICAL FIBERS, LASER M_O_Y AND TECHNOLOGY FOR SPACE _T_OM_Y BY 1999
• MISSIONS: MO_ S_

7. RAD-HARD, R_ABI _ TECHNOLOGY FOR __O_C DE_ AND SYSTEMS BY 1999
• MISSIONS: ALL MISSIONS

_2-6
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PHOTONICS

PRESENT PROGRAM

• DEVELOPMENT OF OPTOELECTRONIC INTEGRATED CIRCUITS AT
THE JPL MDL

• SPECIALIZED OPTICAL COMPUTING AND PATTERN RECOGNITION
AT ARC

• SPACE ENVIRONMENTAL EFFECTS ON FIBER OPTICS AT .ff)L

THE PRESENT PROGRAM IS BELOW CRITICAL MASS

WITH EXTREMELY LIMITED FUNDS, AND DOES NOT

ALLOW EXPLORATION OF MANY OPPORTUNITIES FOR

NEW DEVICES AND SYSTEMS THAT ARE COMING OUT

OF THE BROAD PHOTONICS TECHNOLOGY AREA

w

RC
Ill

PHOTONICS

CURRENT PROGRAM MILESTONES

OPTOELECTRONIC INTEGRATED CIRCUITS

FY 1991 DEMONSTRATE GROWTH OF laP MATERIAL. CONSTRUL"r CHARACTERIZATION AND ANALYSIS
SYSTEMS

FY 1992 DEMONSTRATE PASSIVE WAVEGUIDE COMPONENTS: WAVEGUIDES w/<l dB/cm LOSS,
y-BRAN(_ES wl<l dB EX(:_SS INSERTION LOSS

FY 1994 INTEGRATE DEVICES INTO TARGET OEICs

ADVANCED OPTICAL PA'FFERN RECOGNITION

FY 1993
FY 1994
FY 1995

REAL-TIME GRAPPLING OF ARBITRARILY ORIENTED, MOVING OBJECTS
DEVELOPMENT OF FLIGHT DEMONSTRATION OF AUTONOMOUS VISION
COMPACT OPTICAL CORRELATOR

OPTICAL CONTROL OF SPACE STRUCTURES

FY 1992 OPTICAL CONTROL OF A SEGMENTED MIRROR
FY 1993 ALGORJTHMS FOR CONTROL OF A SPACE STRUCTURE FOR VIBRATION DAMPING
FY 1995 CONTROL OF SPACE STRUCTURE MODELS AT 1000 Hz

SPACE ENVIRONMENTAL EFFECTS ON FIBER OPTICS

FY 199 ! DATA ANALYSIS OF I.DEF COMPLETE
FY 1993 EVALUATE AND TEST IMPROVED FIBER CABLE

-- C02-7
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PHOTONICS

ACCOMPLISHMENTS

DEMONSTRATED IDENTIFICATION, TRACKING AND GRASPING OF
UNMARKED AND ROTATED OBJECTS WITH OPTICAL CORRELATION BASED

VISION SYSTEM

OPTICAL PATTERN RECOGNITION SYSTEM USED OVER A REMOTE VIDEO
LINK TO CONTROL AN INDUSTRIAL ROBOT

REPORTED RESULTS TO DATE FROM LDEF FIBER OPTIC EXPERIMENT AT

LDEF EXPERIMENTERS SYMPOSIUM

BUILT ADAPTIVE TELESCOPE CONTROL TESTBED AND DESIGNED
OPTICAL MATRIX PROCESSOR BASED CONTROL SYSTEM

CHARACTERIZATION TECHNIQUES FOR OEIC DEVICES DEVELOPED

NEW MOCVD REACTOR FOR OEIC FABRICATION ORDERED
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PHOTONICS

RELATED NASA EFFORTS

• OPTICAL COMMUNICATIONS PROGRAM (JPL, GSFC)

• LASER SENSING AND SUB mm RECEIVER ELEMENTS OF

SCIENCE SENSING PROGRAM (LaRC, JPL)

• SENSOR_ (ie CCD) READOUTS ELEMENT OF SCIENCE SENSING

PROGP_:,M (IPL)
• A&I:.FRO(J_AM ELEMENTS RELATED TO VISION (JPL)

• FORS P;_\"/-.I.OPMENT (JPL)

• OPTICAL HBER AND RELATED WORK IN JPL Div. 33 FOR 'IDA

• TAOS (JPL)
• DATA SYSTEM PLANNING FOR FUTURE GRAPHICS & DISPLAY

HANDLING (GROUND SYSTEMS, JPL Div. 36)

• NON-DESTRUCTIVE TESTING; METROLOGY, IN SITU SENSORS, AND

HBER OPTIC SMART SKINS (LaRC)

• FOCI CLeRC)
• OPTICAL PROCESSING AND PATTERN RECOGNITION (JSC)
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PHOTONICS

OTHER NON-NASA PHOTONICS EFFORTS

• JPL MDL; SUPPORT BY SDI, DOD SPONSORS AS WELL AS NASA.

WIDE RANGE OF MICRODEVICE DEVELOPMENT CAPABILITY,

BOTH OPTOELECTRONIC AND ELECTRONIC DEVICES

• DARPA - OPTOELECTRONICS PROGRAM (A. YANG AND IRA RICHER)

• RADC - OPTOELECTRONICS PROGRAM (BRIAN HENDRICKSON)

• UNIVERSITY PROGRAMS
- INCLUDES CALTECH, UCSB, UCSD, U. OF COLO, GEORGIA TECH, etc.

- NATIONAL CENTER FOR INTEGRATED PHOTONIC TECHNOLOGY (USC)

- UNIVERSITY PHOTONICS CONSORTIUM

• BELL LABS, BELLCORE, HONEYWELL, 3M, XEROX, etc.

• EUROPEAN & JAPANESE PROGRAMS

v

RC
PHOTONICS

EXISTING PROGRAM RESOURCES

BASE PROGRAM

FUNDING IN MS

91 92 93 94 95 96 97

0.6 0.6 0.6 0.7 0.8 0.9 1.0

_ C02-9



RC
PHOTONICS

NASA PHOTONICS

FACILITIES

i
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Ames Phot0nics Fa :ilities J

Kuiper Airborne
Observatory

Laser Veloeimetry
Lai_ratoi_

Photonic Processing
Lal_oratory :=

Optical Pattern

Recognition Testbed

Optical Control
Testbed

Optical Neural Network
Testbed

N/Lq/ 
Ames Research Center

u
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Ames Photonics Facilities
Kuiper Airborne Observatory

A modified CI41 transport aircraftwhich serves as a high-altitude inf_'ed atronomical observing platform. Kuipcr significantly
enhances suborbiudobserving capabilities andcomplements NASA's Great Observatories.

Laser Velocimctry Laboralory
Three component, laser doppler velocimeter for the 7- by I-Foot Wind Tunnc] and a large-scale, two-component,
laser doppler v¢locimeler for the 40- by g0-Foot Wind Tunnel.

PholonicProce_ng Laboratory
A state-of-the-art facility specifically designed for optical processing rtsearch locatedin the new Automation Sciences
Research Facility (ASR]_. The laboratorycontains four separate research bays, each with a 4'x!2' air-bcanng optically
isolated table and associated lab benches. Each bay has separate lighting controls, cooling water for high-power lasers,
compressedair, andelccl_ica]connections.

The labalso has two Spare I, one Spaxc Ii, and three 3/60 Sun workstations on a local network fileserver, a Masseomp 5600
computer, and 386 and 286 lab PCs. The Sun system includes two Androx image processing boards containing high-speed
digital signal processing (DSP) chips. A large suite of image processing software is also available for simulation.

Optical Pattern Recognition Teslbed
Located in the Photonic Processing Laboratory. the testbed contains a high-speed optical corrlcator, four Semctex
Magneto-Ol_dc Spatial Light Modulators, two of which arc the latest versions with update rates of several 1()0 Hz, and a large
arrayof opucal componentsand positioning equipment.T'h¢tcstbndalso includesa Microbot robotfor autonomousvisionzcsearch.

Optical Control Testbed
The Optical ControlTestbed,locatedin the PhotonicProcessingI._boratory,containsa breadboardopticalmatrix processor.
For research in control of space smJctures, the lab has a custom-built 13 segment mirror with 39 separaze piezo-elecmc
drivers and their associatedamplifiers,

OpticalNeuralNetwork"l'_Ibed
Thistestbcd,alsolocatedinthePhotonicProcessingLaboratory,containsavarietyofopticalequipmentfortestingopticalneural
networkswhichusef_c-spaceopticalinterconnectionsimplememedholographically,Availableequipmentinclndcsa Newport
ThermoplasticHolographicR_ andaHamamltsuMic_-Clumn¢lSpatialLightModulatorcapableofconu'ollndoptical
du_sholdingopc_doe_

NP A
Ames Research Center

JPL Photonics Related Facilities at JPL

Center for Space Microelectronics Technology
Microdevices Laboratory

• Facilities include MBE,

MOCVD, LPE and full
range of support equipment
for device fab, lithography
and characterization

• 38,000 sq ft of laboratory
and office space

• 65 people
• Current device projects

Include special lasers,

IR detectors, sub mm
devicee and optical

waveguide devices

Optical Networking Lab

r

Optical Processing Lab
• ,q tl,_

In P Growth Facility for OIECS

CO2-11



PHOTONICSRELATEDFACILITIESAT JPL

1. MDL

The Mlcrodevlcas Laboratory (MDL) Is a state-of-the-art facility dedicated to long-range research end advanced
developmenl of electronic materials end solid-state devices that support the space mission requirements of the
National Aeronautics and Space Administration (NASA) end the U.S. Deportment of Defense (DAD).

MDL i$ • pdmary research fecillty for the Jet Propulsion Lsbortory (JPL) Center for Space Mlcroelectronics
Technology (CSMT) and is operated by JPL's Space Mlcroelactronlc Device Technology Section (346). MDL
enables the development of I mulUple of advanced space microelectronic devices such as infrated detectors,
millimeter and subrnlllimatar wive seniors, optoelectronlc devices, and electronic neural networks. Solid-state
devices down to submlcron feature size ere fabricated in MDL using semiconductors, a6d su[)erc0nduclors.
TheSe devices are characterized for their electrical, optical, lad surfsca/Intedaca p_pldles`

With Its state-of-the-art equipment and crsetlve atmosphere, MDL adds a new dimension to JPL's effort in
edvan_ microelectronic devices for space applications.

2. FIBER NETWORKING LAB

xxx sKIft of laboratory area, Including both optical bench areas and adjoining electronics labs. The photograph
Illusl_stas a picosecond erbium fiber dng laser to be used for an optical network protocols expodment.

3. OPTICAL PROCESSING LABORATORY

This lab includes xxx sq fl of work space and four separate optical table areas. Two high power lasers are

available for optical processing expadmenta, as wel as a range of supporting equlpmenL

4. lap GROWTH FACILITY

This laboratory, located in the MDL, is being built up for the purpose of fabricating waveguides

and waveguide devices, ultimately M Integrated form msOEIC's. The photograph illustrates xxx

05/23/91
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NEW AUGMENTATION

I . :.QUESTED TO PHOTONICS

PROGRAM
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INTEGRATED TECHNOLOGY PLAN

R & T BASE TECHNOLOGY PROGRAM

Fundamental research is needed to develop hyt_d

photonic devices and systems for sensing,
information processing, communications and
control that will demonstrate an order of magnitude

improvement in performance relative Io existing

technology

• 1994 - Demonstrate an integrated OEIC Ior corn applications
• 1995 - Demonstrate components for AOTF spectromet_'

• 1996 - Demonstrate a structure control processor
• 1996 - Demonstrate feasibility of an OEIC device for s

3 Gb_Jsec netwod_
• 1996 - Demonstrate a scannable 10E-7 optical metrology sensor

• 1997 - Demonstrate an optical processor integrated into an EOS

data system
• 1998 - Demonstrate smart skin sensors fo¢ space structures

• 1998 - Demonstrate a lauit-tolerant network lot space systems

• 1999 - Demonstrate a lancing hazard detector breadboard

• Programmatic

Develop innovative concepts and demonstrate the feasibility
o! optoelectrordc components to satisfy luture requirements
and associaled with science and data handling appEcations

• Technical Areas

- Materials and devices to support specialized requirements

- High cepaaty networks and processors
- Optical information processing and advanced optical pattem

recognition
- Ptmlonic sensors lot science and space structures

t PHOTONICS IFOIl R&T BASE

Budget ($,M)

CURRENT

_3 REQUEST

1993 1994 1995 1996 1997

0.6 0.7 0.8 0.9 1.0

3 3 4 4 5

Basis for Estimate

Augmanta'_n needed to provide a technology base to satisfy
mission requirements for sensor systems

RC PHOTONICS _

TECHNOLOGY ROADMAP/SCHEDULE
BASIC RESEARCH PROGRAM

KEY ACTIVITIES

MII_QtUuB_GA_I

TRANSFER TO

FOCUSSED PROGRAMS

DEMONSTRATE AOTF BREADBOARD

LOW POWER NETWORK NODE

FAULT TOLERANT NETWORK

OEIC FOR NETWORK NODE

LANDER HAZARD SENSOR

EOS PROCESSOR

STRUCTURE CONTROL PROCESSOR

METROLOGY SENSOR

IN SITU STRUCTURE SENSOR

INNOVATIVE CONCEPTS

91 93 95 O0 05

SPAC,ECR/_" MARS
OLUSTER I.J_DER
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• Mission Needs

- AOTF muitispectralimager formid- and far-infraredwith
improved resolution,accuracyand phtometriceffidency

- Improved signal proces_ng reliability,speed and capacity
- Array technologyto improve sensorperformance

• Missions
- OSI
- ST-NG
- SMMM
- MOI
- SMMI
- EOS-B

INTEGRATED TECHNOLOGY PLAN

SCIENCE TECHNOLOGY PROGRAM

I sE.so.TEc..o.oGYl.
_2P.JEG.TI.tF_
• Programmatic

Demonstratethe feasibilityof oploelectroniccomponentsfor
specificscience and data handling applications. Provide at
least an order of magnitude improvementin pedormance at
technologyreadiness level 5

• Technical Areas

- Longlite,stabte,tunable diode lasers operatingat new
waveien0ths

- Low noisemm-wave optical mixersfor array operations
- AOTF mutl_oectraJimager
- Fiber_ intederometer

t PHOTONICSSCIENCE SENSING

1996 -

1997-
1997 -
1998 -
1998 -

2000 -
2001 -

2003 -

Demonstrate feasibility breadboard of optical
submm mixer

Demonstrate AOTF for 2.5pro to 5pm
Demonstrate diode laser for spectrometry
Demonstrate 1.2THz optical modulator mixer
Demonstrate baseline fiber-optic space

interferometer
Demonstrate superlatlice submm detector array
Demonstrate an 8pm to 12p.m AOTF spectral
kTsger

Demonstrate an advanced fiber-optic
interferometer

Budget ($,M) 1993 1994 1995 1996 1997

CURRENT

'03 REOUEST 4 4.5 5

Basls for Estlmete

Augmentationneeded to Wovide a technologybase to satisfy
missionrequirementsfor sensor systems
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III
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INTEGRATED TECHNOLOGY PLAN

OPERATIONS TECHNOLOGY PROGRAM

i=_m{ INFORMATION & COMMUNICATIONS TECHNOLOGY J

• Mission Needs

- MuItimegabit/sec informationsystems
- Low-coat microwave arrays
- 100 Gbit/eec cross co,relator

Misslons

- OVBL,.i_=_, - HIRIS
- LDR, - MODIS
- Rove,_ - SMMI
- Comrr_nica'_onssatellites

_=,IEC.T.IEE=

• Programmatic
Develop_ op_oelectroni¢SUbSyStemSand systems for
informationprocessing and communk:ations1hatwill enabk) at
least an order of magnitude improvement in pedorrnance over
exis_ngtechnologiesin meeting NASA missionrequirements

• Technical Areas

- High rate networkingand infomtationsystems
- Oploelectronicsystems for microwavecommunications
- OplJcalmass memory
- Miaowove array antenna feed and control

I PHOTONICSFOR I&CS ]

Budget ($,M)

CURRENT

113REQUEST

1993 1994 1995 1996 1997

5 6 7

Basis for Estimate

Augmentationneeded to provide a technologybase to satisfy
missionrequirements for high rate communications systems

MII,ECTg/£f_

• 1997 - 1 Gbit photontc low power network
teethed

• 1998 - 1 Gbyte optical memory breadboard

• 1999 - Phased array antenna demonstration

• 2000 - Demonstrate100 Gbit/sec signal
processor modulator / demodulator

• 2002 - Demonstrate a 3 Gbit/sec terabyte
memory capacity network
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RC
PHOTONICS ©_

TECHNOLOGY ROADMAP/SCHEDULE

FOCUSSED PROGRAM

KEY ACTIVITIES

OFTOELI[_CS FOR_ | COM

HIGH RATE, LOW POWER NETWORK

OPTICAL MASS MEMORY B8

SWITCHING AND PROCESSING

ANALOG RBER-OPTIC MICROWAVE

ANTENNA ARRAY CONTROL

OPTOELECTROMCSFORSCIENCESI_SMG

FIBER OPTIC INTERFEROMETER

AOTF MULTISPECTRN. IMAGER (IR)

SPECIAL SENSOR lASERS

OPTICAL MIXER FOR SUB-ram

TRANSFER FRGM BASE PROGRAM

05

i
u_

t

I II

PY 1991

FY 1992

FY 1993

FY 1994

FY 1995

FY 1996

FY 1997

FY 1998

FY 1999

1 •

PHOTONICS
L

INTEGRATED MILESTONES

DEMONSTRATE GROW'rH OF InP MATEPJAL CONSTRUCT CHARAC'FERIZATION AND ANALYSIS

SYSTEMS

DATA ANALYSIS OF LDPA_ COMPLEI_

DEMONSTRATE PASSIVE WAVEGUIDE COMPONENTS: WAVEGUIDES wl<l dB/cm LOSS,

OPTICAL CONTROL OF A SEGMENTED MIRROR

REAL-TIM_ GRAPPLING OF ARBFIRARILY ORIENTED, MOVING OB£ECTS

EVALUATE AND TEST IMPROVED FIBER CABLE FOR SPACECRAFT

AIA3ORJITIMS FOR CONTROL OF A SPACE STRUCTURE FOR VIBRATION DAMPING

DEMONSTRATE AN INTEGRATED OEIC FOR A COM APPUCATION

DEVELOPMENT OF FLIGHT DEMONSTRATION OF AUTONOMOUS VISION

DEMONSTRATE FIRST OEIC INTEGRATION FOR COMMUNICATIONS NETWOR£

COMPACT OFIICAL CORRELA TOR

CONTROL OF SPACE STRUCTURE MODm -_AT I000 Hz

DEMONSTRATE COMPONENT3 FOR AN AOTF SPECTROMETER

DEMONSTRATE FEASlBIlJTY OF AN 0£1C DEVICE FOR A J Gbps NETWOR£
DEMONSTRATE FEASIBILITY OF AN OPTICAL SUB..H_m MIXER

DEMONSTRATE A STRUCTURE CONTROL PROCESSOR BREADBOARD

DEMONSTRATE A SCANNABLE 10 .tMETROLOGY SENSOR

DEMONSTRATE AN OPTICAL PROCESSOR INTEGRATED INTO AN EOS DATA SYSTEM

DEMONSTRATE AOTF FOR 2.5 - $/me
DEMONSTRATE ! Gbit PHOTON1C LOW POWER NETWORK TESTBED

DEMONSTRATE A 1 Gbit/s¢c LOW POWER NETWORK TESTBED

DEMONSTRATE A DIODE LASER FOR SPECTROMETRY

DEMONSTRATE SMART SKIN SENSORS FOR SPACE STRUCTURES

DEMON_rltATE 1.2 THz OPTICAL MODULATOR MIXEI
DEMONSTRATE RASELINE FIBER OPTIC, SPACE INTERFEROMETE_

DEMONSTRATE OPTICAL CONTROL OF PHASED ARRAY ANTENNA

I n I II
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RC
PHOTONICS

RESOURCES WITH AUGMENTATION

F_qDING IN MS

BASEPROGRAM

SCIENCE$ENSOIU

91 92 93 94 95 96 97

0.6 0.6 3.6 4.6 5.6 6.6 8.6

..... 4.6 4.9 6.8

..... 4.0 6.0 8.0

0.6 0.6 3.6 4.6 13.6 16.9 22.8

PROCr_SSIIqGANDCOM

TOTAL:
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RC
PHOTONICS

SUMMARY

BASE AUGMENTATION REQUIRED TO DEVELOP CRITICAL MASS WITH

RESEARCH ON NEW DEVICES AND INNOVATIVE CONCEPTS

A NEED EXISTS FOR INITIATING A FOCUSED PROGRAM IN SUPPORT

OF APPLICATIONS IN SENSING, COMMUNICATIONS AND
INFORMATION SYSTEMS

OPTOELECTRONICS WILL SIGNIFICANTLY IMPROVE PERFORMANCE,
POWER AND WEIGHT FOR

MICROWAVE TRANSMISSION
HIGH-RATE NETWORKING

- SPECIAL PURPOSE PREPROCESSING

OSSA REQUIREMENTS DOCUMENT IDENTIFIES MANY APPLICATIONS,
INCLUDING

- MULTISPECTRAL IMAGING USING AOTF'S

- SUBMILLIMETER DETECTION
- PREPROCESSING FUNCTIONS
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RC
PHOTONICS

APPENDIX

ADDITIONAL TECHNICAL INFORMATION ON

PROGRAM ELEMENTS

L

= .
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RC

ADVANCED OPTICAL
PATTERN RECOGINTION

B.k.T..S.CQP_
Develop optical pattern recognition algorithms and systems to enable autonomous
vision for in-space construction, inspection and exploration

PAYOFFS
Real-time (input scenes at _>60 Hz, requiring >100 Gops) autonomous vision provided

by a compact (200 cc, 1 kg), low power (<30 W) optical processor

IIEJSF,EI.T_
High-speed object recognition and spatial location to support a wide variety of
construction, servicing and science activities, such as on-orbit construction and servicing,
Lunar/Mars surface penetration for habitation, planetary science outpost servicing, and

planetary science sample acquisition

TECHNICAL CHALLENGE

• Optical filters for object recognition invariant to rotation, scale and translation
• Demonstration of optical correlator-based real-time vision system controlling

mobile robot in closed-loop grappling maneuvers
• Development of compact, low weight/power optical correlator

C02-17



RC

ADVANCED OPTICAL
PATTERN RECOGINTION

I lll ]

APPROVE BUDGET FY91 FY92 FY93 FY_ FY95

ARC (KS) 100 125 125 125 125

MAJOR MILESTONES

FY 1991 Autonomous recognition and grappling of tools by lab robot
FY 1992 Increased optical filter sophistication - crowded fields, noisy inputs

FY 1993 Real-time grappling of arbitrarily oriented, moving objects
FY 1994 Development of flight demonstration of autonomous vision

F'Y 1995 Compact optical correlator

AGENCY THRUST Primary: Exploration
Secondary: Station platforms

ARC MISSION Lunar/Mars exploration
Space Station Freedom

.ADEOUACY OF RESOURCES
Nine member ARC civil servant team with unique experience in optical processor-based

autonomous vision. Funding inadequate for flight hardware dev'elopment.

CURRENTSTATUS Current technology readiness level: 2/3
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Advanced Optical Pattern Recognition- m
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Optical correlator technology developed at
ARC is applied to real-time machine vision
problems.

• Performed identification and tracking of
unmarked translated and rotated objects,
allowing a robot to grasp the target objects:

_gMachine vision system used over a remote
video link to control an industrial robotics
al'n'L

The Goal of this work is to develop vision
processing systems applicable to in-space
construction, inspection, and maintenance.

NASA
Ames Research Center
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ADVANCED OPTICAL PATTERN RECOGNITION

L

Currently planned and future NASA missions have a great need for semi-autonomous and
autonomous robotic systems capable of performing tasks which are either too dangerous or too
expensive for humans to perform. Vision processing is one of the most computationally intensive
tasks required of an autonomous robot and can benefit greatly from novel processing architectures
designed to accelerate computationally expensive functions.

This goal of this research program is to apply the optical correlator filter technology developed at
ARC to problems in real-time machine vision. The baseline problem is to autonomously identify,
track, and grasp unmarked objects translating and rotating in space. Typical applications of such a
machine vision system are in-space construction, inspection, maintenance, and repair.

A hybrid digital electronic/analog optical robotic vision processing system has been developed for
this task. It consists of two digital electronic stages and one analog optic stage. The digital image
pre-processor handles functions such as stereo range processing and input image conditioning. The
analog optical correlator performs the computationally intensive Fourier transforms for the filter
correlation, under the control of a digital electronic filter database sequencer. The overall system
monitoring and control is performed by the VME-based host processor. The filter database is a set of
binary synthetic discriminant function filters organized in a search tree.

The system has been successfully tested on the two-dimensional version of the problem in a
laboratory test bed, and has also been used with a remote video/data link to control a large industrial
arm. In the test cases it has proved faster and more robust than a currently available all-digital
electronic system. Although the current laboratory processor is too large for flight applications,
current work towards a compact flight version of the processor is underway.

TECHNICAL CONTACT: Max Reid, ARC, (415) 604-4378 or FI'S 464-4378
Butler P. Hine, ARC, (415)604-4379

RC

OPTICAL CONTROL
OF SPACE STRUCTURES

Bk,
Develop high-speed optical matrix processing to control structural vibrations on
space-based scientific instrument observation platforms

Real-time structural vibration control provided at a lower cost in power, weight and

volume than possible with all-electronic processors. Single optical processor capable
of controlling both adaptive optics and platform structures inspace

Real-time vibration control will allow sensitive scientific instruments to be operated from

SSF and EOS platforms. The approximately 1000 Hzdamping required for SSF can be

achieved with an optical matrix processor.

TECHNICAL CHALLENGE

• Demonstration of control of an adaptive mirror

• Algorithms for control of SSF structural model
• Development of high-speed, low weight/power optical matrix processor
• Demonstration of control at 1000 Hz

_ C02-19



RC

OPTICAL CONTROL
OF SPACE STRUCTURES

APPROVE BUDGET FY91 FY92 FY_ FY_ FY95

ARC (KS) 75 75 75 75 75

MAJOR MILESTONES

FY 1991 Moderate speed laboratory breadboard optical matrix processor

FY 1992 Optical control of a segmented mirror
FY 1993 Algorithms for control of a space structure for vibration damping
FY 1994 High-speed optical matrix processor

FY 1995 Control of space structure models at 1000 Hz

AGENCY THRUST Primary: Science
Secondary: Station platforms

CEWI'ERS ARC MISSION Mission to Planet Earth

Space Station Freedom

ADEOUACY OF RESOURCES

Nine member ARC civil servant team has a unique experience in applying optical matrix

processors to control problems. Funding inadequate for flight hardware development.

CURRENT STATUS Current technology readiness level: 2/3

Optical Control of Space Structures

Built adaptive Designed control Stabilization of
telescope control system for space-based

testbed adaptive optics instrument platforms

Distorted Wavefront
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WavefrontSensor
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Optical Matrix Processors can provide real time control of Space
structures and adaptive telescopes.

OMPs provide greater performance at lower power, mass, and
volume than conventional computers.
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- Optical Control of Space Structures

w

i ....

The objective of the Optical Control of Space Structures development program is to apply research in
high-speed optical matrix processing to provide real-dine processing of control algorithms to damp
structuralvibrations on space based scientific instrument observation platforms. This research will lead
to space qualifiable control processors for observation platforms. Initially work is to focus on the
application of optical matrix feedback to the control of adaptable segmented mirrors, with the
developments of this research subsequently applied to the stabilization of space based instrumentation
platforms such as SSF and the EOS platforms. Optical processing offers greater performance at lower
power, mass, and volume than conventional computers, as necessary for space applications.

OpticaJ n'_trix vector mlJJlJpJJers provide a nearJy instantaneous mechanism to compute feedback control
signals. Optical processors are capable of taking an input vector, represented by an array of light
intensifies, and multiplying it by a matrix represented by a two dimensional array of absorbers. The
light intensity representing the output vector is read by a photodiode affray. The processing time for
the entire product is the propagation time of the light.

Space Station Freedom structural support vibrations will need to be damped at approximately lO00Hz in
order for sensitive science instruments to be operated on the platform. Similar techniques can also be
used to compensate for the observational distortions of airborne and spacebome Earth-observing
platforms which use adaptive optics. The sensor values of either the platform positions or wavefront
distortions arc fed to the optical processor. The control algorithm is implemented by the matrix, and
the control signals output by the optical processor are converted to electrical signals used either to drive
the positioning jets of the platform or the mirror segments of the adaptable optics.

Currently, a test bed for the prototyping of optical matrix vector processors has been constructed. Control
algorithms have been designed for a segmented mirror and the real-time control of a segmented mirror
will be demonstrated. Work is proceeding in cooperation with the Langley Space Structures Control
Laboratory to develop an optical processor for use on the platform control test beds.

Technical Contact: Max Reid, ARC, (415) 604-4378 or FTS 464-4378
Charles Gary, ARC, (415) 604-359

r =
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OPTOELECTRONIC INTEGRATED
RC CIRCUITS

This task will develop the technology for laP-based photonic/optoelectronic integrated circuits.
Development will focus upon InP channel waveguide components, including straight waveguide_,
dispersive ¢lemnt, and couplers. Subsequent work will include integration with active modulators,
lasers and/or detectors. Discrete devices will be developed within a framework of a set of generic
OEIC "building blocks". After component development, specific OEIC's for communication,

signal processing (i.e. high speed switching) and science instruments will be developed.

PAYOI S
Reduction of component and subsystem size, mass, and power by orders of magnitude. Increase in
ruggedness and reliability via monolithic integration. Increased functionality via development of
new OEIC-based architectures. Enables increased data rates, high parallelity (multiple channels);
Reduces volume, mass and other demands upon spacecraft systems

BENEFWS
Micro -reduction of instruments and subsystems via monolithic integration will enable Mars
microwave/Mars network missions. High-speed switching devices will enhance on-board
computing/communications on EOS. Specialized OEICs, e.g., optical submm wave local oscillator,
will enable terrestrial, atmospheric, and planetary explorations.

TECHNICAL CHALLENGE

• Low-loss wavegnides and integrated optics components
• Low-threshold, single-mode, stable lasers and LEDe
• High-contrast, high-speed, low-insertion loss modulators
• High-speed detectors
• Monolithic integration of sources, waveguides, modulators, detectors in haP system

-- C02-21
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OPTOELECTRONIC INTEGRATED
RC CIRCUITS

APPROVE BUDGET FY91 FY92 _ FY94

J'PL (KS) 325 325 375 400

]_4A.IOR MILESTONES
FY 1991 Demonstrate growth of InP material, construct characterization and analysis

systems
FY 1992 Demonstrate passive waeguide components: waveguides w/<l dB/cm loss,

y-branches w/<l dB excess insertion loss
FY 1993 Demonstrate active devices: single-mode lasers w/25 dB sidemode suppression

ratio, detectors w/>lGHz response, modulators w/20 dB contrast ratio, <3dB
insertion loss

FY 1994 Integrate devices into target OEIC's

AGENCY THRUST Primary: Operations
Secondary: Science

CENTERS JPL MISSION Mars network, EOS, SMMI

ADEOUACY OF RESOURCES

Current plan supports development of basic growth, characterization, analysis via
leverage from existing Microdevices Laboratory and -%500K funding from DoD

agencies. Addition of Fe source to reactor (to grow semi-insulating InP material) and
expansion to specific applications requires significant funding augmentation in future
FYs.

CURRENT STATUS Technology readiness level: 2/5
I

.JPL Optoelectronic Integrated Circuits I I IUI--

Photonic and Optoelectronic Integrated Circuits

• Devicegrowlh,design,processing,characterization
• Modifiedexistingreactorfor InGaAsP/InPgrowth
• Design and initial construction of measurement testbod
• Completed multipurposecomplex slab waveguideanalysis

program
• Device processing carded out in existing JPL Micredevice
Laboratory, including etching, metallization, dielectric

deposition,opticaland e-beamlithography

Metal.OrganicChemicalVaporDeposition(MOCVD)reactor

Schematicof InPchannelwavoguidedirectionalcoupler

.... |

Optoelectronicdevicecharacterization

C02-22
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0pt0electr0nic IntegratedCircuits

This task wiJl develop the technology for ]nP-based photonic/oploclecu'onic integrated circuits. Development will focus upon InP ch,,mel
waveguide components, including swaight waveguides, dispersive element, and couplers. Subsequent work will include integration with
active modulators, lasers, and/or detector. Discrete devices will be developed within a framework of a set of genetic OEIC "building blocks."

This technology will then be applied to specific applications, including one or more of: a monolithic fiber ring gym chip; an optical submm
wave local oscillatc¢, a high-speed optical switching network; and/or wavelength-division multiplexed receiver/u-ansceiver.

Photonic and optoelectronic integrated circuits represent device technologies with the potential to meet a broad range of future
telecommunication, computing system, and instrumentation] sensor needs. ("Photonic" integrated circuits are generally considered to be

circuits that process light directly, such as polarizers end couplers; "optoelecuonic" integrated cb'cuiu are those that integrate conventional
electronic circuim] with optical inputs ancUor ouq)uts.) As is true for integrated electronics, monolithic integration of photonics and
optoelectronics offers significant advantages over hybrid circuits in compacmess, mechanical reliability, possible performance imlx'ovements

resulting from reduced paresitics, and potendaUy significant reductions in cost, parucularly in the case of arrays.

The task will be initially be broken up into four phases:
(1) Consmaction of a photonic characterization facility within JPL's Micrndevices Laboratory to provide standard analysis of OEIC

components.
(2) Development of growth techniques for triP-based heterosu'ucture waveguides and related OEIC cof.q_tx)13cnlsusing enelal-organic chemical
vapor deposition (MOCVD)

(3) Fabrication and characlerization of single OEIC components (e.g., waveguides, couplers, amplifiers, switches).
(4) Small-scale inlegration of OEIC components into test circuits and investigation of their interactions.

Slalus:

• Growth--the existing MOCVD reactor has been redesigned !o accomodate the growth of P.containing compounds (using PH 3 gas as a

source). A new giovebox, reactor vessel, and associated insu-umentation has been designed, bid, and procured. Installation will begin in 8/91.
• Characterization---A computer-controlled charecterization system to measure pulsed near field, far field, waveguide loss, modes, and other
optoelecu'onic parameters has been designed and procured. Installation is progressing as parts are received.
• Analysis--A general-purpose waveguide analysis computer program to calculate the effective index, loss, fill factocs, and other modal

properncs of a,rhiwary slab waveguidcs has been written and debugged.

Technical Challenges

The initial thrust is d¢ establishment of a comprehensive fabrictrion/tesl/analysis facility; inteipmdon of multiple devices requires a complete
capability for each device in the OEIC Realization of the benefits of OEICs requires the ability to fabricate severe] types of device (and often
multiple devices of each type) on a single chip. The process of integration thereby places conflicting demands on the device su'ucrute and

process.A major challengeistoachievenear-state-of-the-artpedommnce atd_ device I¢v¢Iwith a device su'ucmre thatisa com_se

between the differentdevice requirements.A secondarychallengeisachievinguniformityover largeareasand repeatabilityfrom wrier to

wafer, as the level of integration increases, the tolerance for nonuniformities and device yield decreases drastically.

Technical conlact: Robert J. lane. JPL. (818) 354-5724

RC

SPACE ENVIRONMENT EFFECTS
ON FIBER OPTICS

I

R r.S.C.O. 
Evaluate changes to samples of fiber optic cables flown on the LDEF. Interpret the
LDEF data, related laboratory data and analytical models for fibers and components to
recommend system designs and testing approaches. Investigate the causes of
environmental changes and devlop approaches to reduce them.

ga.Y.OE 
Reduced risk from the use of new fiber optic technology in space systems.

SEN FrrS
An understanding, based on laboratory data and space exposure of low dose rate long
term radiation darkening, temperature effects and polymer aging in fiber optic systems.
The results will enable realistic environmental design, and development of improved
devices.

TECHNICAL CHALLENGE

• Reliable projection of short term experimental results to predict performance over a

5 to 20 year mission duration.
• Product improvement, which is probably impurity dependent, in semiconductor and

glass technology

I
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SPACE ENVIRONMENT EFFECTS
ON FIBER OPTICS

APPROVE BUDGET FY91 FY92 FY93 FY_

JPL (KS) 125 150 175 175

MAJOR MILESTONES

FY 1991 Data analysis of LDEF complete

FY 1992 Complete survey, make recommendations for design
FY 1993 Evaluate and test improved fiber cable

F'Y 1994 Test system evaluation

AGENCY THRUST Communication and data

systems

CENTERS MISSION

ADEOUACY OF RESOURCES

All missions; Mars exploration
EOS, Lunar base

Present level is adequate, but late receipt of funds has delayed LDEF data analysis

in FY91. Promising results will mean that increased resources for contractor
support will be needed for product improvement in future years.

CURRE_IT STATUS System technology level: 4-5
Environmental effects level: 2-3
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JPL

Experiment on LDEF
being brought into
Shuttle Payload Bay

DESIGN ISSUES FOR
FUTURE SYSTEMS

• Radiation darkening
• Temperature effects
• Connector contamination

• Polymer aging

Long Duration Exposure Facility

Fiber Optic Experiment No. S-0109

• Objective: to observe the effects of the space
environment on fiber cable and connector samples

• Recovery: the LDEF was recovered in January 1990
after 5 1/2 years in space

• Configuration: 10 fiber cable samples flown on LDEF;
4 external and 6 internal fiber performance measured

before and after exposure
• Results: all fiber samples are functional; best fibers

are unchanged cl spectra _.
im

Contamination on a
connector termination

Example of a micrometeroid
hit on fiber cable
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SPACE ENVIRONMENT EFFECTS
ON FIBER OPTICS

The objective of this task is to understand, through experimental and analytical work, the effects of the space

environment on the components of a fiber optic system. These effects include, primarily, radiation damage, temperature

effects, and the long-term effects of space on the polymers used in fiber cables and as cements or packaging elements In
fiber and semiconductor devices.

The current work, illustrated on the accompanying graphic, involved observing and interpreting changes to ten fiber optic

cable samples flown on the LDEF. The LDEF was recovered in January 1990 after 5 1/'2 years in low-earth orbit, and is a

unique source of information about the effects of the space environment on the samples it carried. Four of the cables

were external, and suffered extreme temperature cycling and 2x exposure to space radiation. The remaining six samples

were mounted internally in a protected environment. Measurements are not complete but it appears that radiation

darkening may be adequately predicted by laboratory testing allowing annealing of the damage to occur over a 1-2 d,-y

period after dosing. One external sample did not exhibit a measurable increase in loss, (<0.1 db, or 4 db/km) indicating

that radiation darkening is a design issue only for long, fully exposed cable runs. Other issues are temperature induced

loss changes, and the possibiliw of connector contamination frome the volaties in cabling materials.

Future work is needed to relate the LDEF observations to a large amount of data obtained in laboratory experiments, and

to recommend approaches to system design and qualification testing.

In addition, investigations ate needed to determine if improvements can be made to fibers through better material choices

or through control of unknown irnpuriti_. The general understanding of the causes of radiation loss is limited, and the

data is inconsistent. A reliable approach also must be developed to conduct accelerated testing, since some missions will

be long enough that real-time testing is not practical.

Finally, similar investigations must be extended to include the light sources and detectors used in lightwave systems.

Alan Johnston
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